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Abstract—Compressed sensing (CS) has emerged as a promising technique to jointly sense and compress sparse signals. One of the most promising applications of CS is compressive imaging. Leveraging the fact that images can be represented as approximately sparse signals in a transformed domain, images can be compressed and sampled simultaneously using low-complexity linear operations. Recently, these techniques have been extended beyond imaging to encode video. Much of the compression in traditional video encoding comes from using motion vectors to take advantage of the temporal correlation between adjacent frames. However, calculating motion vectors is a processing-intensive operation that causes significant power consumption. Therefore, any technique appropriate for resource constrained video sensors must exploit temporal correlation through low-complexity operations.

In this tutorial, we first briefly discuss challenges involved in the transmission of video over a wireless multimedia sensor network (WMSN). We then discuss the different techniques available for applying CS encoding first to images, and then to videos for error-resilient transmission in lossy channels. Existing solutions are examined, and compared in terms of applicability to wireless multimedia sensor networks (WMSNs). Finally, open issues are discussed and future research trends are outlined.

Index Terms—Compressed Sensing, Multimedia communication, Wireless sensor networks, Video coding, Energy-rate-distortion.

I. INTRODUCTION

Advances in sensing, computation, storage, and wireless networking are driving an increasing interest in multimedia sensing applications [1], [2], [3], [4]. Specifically, video surveillance applications, where video sensors are used to implement a low cost, quickly deployable video surveillance system; and participatory [5], [6] sensing applications, which allow users of mobile devices to capture, disseminate and view information freely within a network, are two technologies that would not be feasible without low-cost, battery-powered, high-quality mobile video sensors. While these applications show high promise, they require wireless networked streaming of video originating from devices that are constrained in terms of instantaneous power, energy storage, memory, and computational capabilities. However, state-of-the-art technology, for the most part based on streaming predictively encoded video (e.g., MPEG-4 Part 2, H.264/AVC [7], [8], [9], H.264/SVC [10]) through a layered wireless communication protocol stack, is not appropriate for wireless multimedia sensor networks (WMSNs) because of the following limitations:

- Predictive Video Encoding is Computationally Intensive. State-of-the-art predictive encoding requires calculating motion vectors, which is a computationally intensive operation. This requires significant power consumption and complexity at the sensor node. Since data transmission is also an energy-intensive task, compression is an essential component of any video transmission system. However, a WMSN system should ideally transfer most of the computational complexity to the multimedia sink, which is in general not a resource-constrained system [3].

- Predictive Encoding of Video Increases the Impact of Channel Errors. In existing layered protocol stacks (e.g., IEEE 802.11 and 802.15.4) frames are split into multiple packets. Any errors in even one of these packets, after a cyclic redundancy check, can cause visible distortion in a video frame. Because of the predictive nature of modern video encoders, distortion can then propagate to tens or even hundreds of frames that are dependent on the distorted frame. Structure in video representation, which plays a fundamental role in our ability to compress video, is detrimental when it comes to wireless video transmission with lossy links.

Both of these limitations can lead to increased power consumption at the sensor nodes [12], [13]. Given the system hardware, increased computational complexity leads to increased power consumption. By reducing the computational complexity, we can reduce the power required to encode video. However, most common methods to reduce the complexity will generally lead to an increase in the compressed size of the encoded video, i.e., to a lower rate distortion performance. If the energy required to compress each video frame decreases, but the total amount of data to be transmitted increases, such an approach could actually increase the total energy required to transmit the video.

When dealing with channel errors, increasing the received signal to noise ratio (SNR) is often necessary to reduce the number of errors to an acceptable level. Since power is limited in real systems, other methods have been developed to decrease the BER. Traditionally, forward error correction (FEC) (e.g., Reed-Solomon [14] codes or RCPC [15] codes).

1For more detail as to the implementation of these encoders, the reader is referred to [11].
is employed to reduce the BER for a fixed SNR. However, FEC will increase the size of each encoded packet, which could result in a net increase in total energy required for transmission. Automatic repeat-request (ARQ) is another method for dealing with bit errors, in which packets containing errors are retransmitted. This requires an increase in the number of packets transmitted, which again may increase the energy consumption.

Compressed sensing (CS) [16], [17], [18], [19], [20], [21], [22], is a promising technique for dealing with these limitations. Compressed sensing (aka “compressive sampling”) is a new paradigm that allows the faithful recovery of signals from \( M < N \) measurements where \( N \) is the number of samples required for the Nyquist sampling. Since these \( M \) measurements are created by taking \( M \) linear combinations of the \( N \) pixels, CS can offer an alternative to traditional video encoders by enabling imaging systems that sense and compress data simultaneously at very low computational complexity for the encoder [23], [24].

CS may provide an alternative to traditional video encoding techniques by combating both their computational and the error resilience limitations simultaneously. Traditionally, in WMSN platform designs [25], [26], [27], [28] these two limitations are viewed as a competing for a fixed energy budget (e.g., energy per video frame). Channel errors are compensated for by increasing the transmission power. However, this will decrease the amount of energy available for encoding the video. If we instead look at reducing the encoder complexity (for example switching from H.264 to MJPEG), the rate distortion performance generally decreases, causing the total amount of transmitted data to increase. For a fixed energy budget, this will decrease the energy available to transmit each bit, decreasing the SNR and increasing the susceptibility of the video to channel errors. CS encoding has the potential to reduce both the energy required to encode the image (because of the very low complexity) and the energy required to transmit the image (by reducing the SNR required to correctly decode the video at the receiver) simultaneously.

We will review the basic concepts of compressive imaging [29], [30], [31], [32] in Section IV. While these techniques can clearly take advantage of the spatial correlation within each video frame, these methods do not deal with the temporal correlation. In traditional video encoding, this temporal correlation is the main source of compression [8], but it is also the main cause of complexity. In Section V, we examine different ways to use CS encoded frames to avoid the need for motion vectors. While beyond the scope of this article, it is worth noting that another approach to compressive video sensing involves modifying the reconstruction process to take advantage of additional sparsity [33]. While interesting and potentially very effective, this article will focus on the CS based encoder.

The rest of this paper is structured as follows. Section II presents the challenges of video encoding in sensor networks. Compressed sensing is briefly introduced in Section III. Section IV, gives an introduction of compressive imaging, while Section V introduces the current state of the art in CS video encoding. In Section VI we discuss future trends in CS video encoding, and in Section VII we draw the main conclusions.
best known example of this is motion JPEG [45] (MJPEG), where a video is encoded as a series of JPEG encoded images. While MJPEG has become popular in devices such as digital cameras and cellphones, it is clearly not an ideal solution. For example, MJPEG does not take advantage of temporal correlation in a video sequence. In addition, JPEG image encoding still requires the source node to capture and temporarily store an entire raw video frame and perform a DCT [46] transform on each block of the image. While far less complex than motion vector calculations, these are still not insignificant operations. In Section IV, we will show how CS theory allows us to create an imaging system that requires very little complexity (hardware or software), while still taking advantage of temporal correlation to encode high-quality video.

C. Channel Constraints

A major challenge in WMSNs is compensating for lossy channels. We will discuss two aspects of wireless transmission that complicate the transmission of video, namely bit errors and multipath fading.

Bit Errors: It is well known that predictively encoded video is very susceptible to bit errors. In data networks, bit errors are usually dealt with using some form or ARQ or FEC. Both of these methods generally have an all-or-nothing approach to error correction, in that a received packet is either entirely correct or is discarded and must be retransmitted. However, even though video is less tolerant to bit errors than images, it is much more tolerant of bit errors than data networks due to error concealment techniques [32] [47]. While the quality does decrease sharply when the BER increases beyond some threshold, for low levels of BER there is no measurable decrease in video quality. This is shown in Fig. 1 for traditional H.264 encoding and a compressive video sensing (CVS) encoder (which will be described in detail in Section V-C).

This leads to an obvious tradeoff between the quality of the received video and the techniques used to reduce the BER. As is shown in Fig. 1, there is little or no effect in the perceivable quality in the received video for BER rates of up to $10^{-4}$ for H.264 or for $10^{-3}$ for CVS. One advantage of CS encoded images and video is that, because of independence between samples within an image, many more errors can be tolerated before significant quality degradation is noted in the received video.

Fading: While bit errors alone can cause major problems for video transmission if not accounted for, fading can also cause video quality to decrease significantly. One of the major problems associated with a fading channel is the correlation of errors in time. The bit errors will tend to be grouped together within a single packet, rather than spread out randomly among the entire transmission. This can cause problems when using FEC to correct errors. When bit errors are grouped together within a single packet, there may be too many errors in that one packet for the FEC code to correct, leading to the loss of that packet.

This is currently dealt with using schemes such as data interleaving [49], where the data is reordered in a non-contiguous way. When the data is de-interleaved, the grouped errors are effectively spread out. As long as the data is spread out “enough”, this will relieve the problem. However, when data is interleaved, the receiver must wait until all non-contiguous portions of the data are received before it can reconstruct the data, causing an increase in latency. Similar to the BER discussion above, if errored video samples could be dropped without hindering the decoding of the correctly received samples, the “error grouping” effect of a fading channel would have no negative impact on received video performance, without the need for interleaving video samples.

D. Cost Constraints

Finally, to be feasible in a large scale, WMSN nodes should be as inexpensive as possible. While a cost analysis is beyond the scope of this paper, we mention this because, while more expensive processors and bigger batteries may solve many of the challenges posed above, this is not a realistic solution for WMSNs [3], [1]. For a rough estimate, we would like to keep the cost of the WMSN node to around the cost of a comparable scalar sensor node not taking the actual camera into account, i.e., around $50 USD.

III. COMPRESSED SENSING BASICS

In this section we introduce the basic concepts of compressed sensing as applied to image compression. We consider an image signal represented through a vector $x \in \mathbb{R}^N$, where $N$ is the number of pixels in the image and each element of the vector $x_i$ represents the $i^{th}$ pixel in the raster scan of the image. We assume that there exists an invertible transform matrix $\Psi \in \mathbb{R}^{N \times N}$ such that

$$x = \Psi s,$$

where $s$ is a $K$-sparse vector, i.e., $\|s\|_0 = K < N$, and where $\| \cdot \|_p$ represents $p$-norm. This means that the image has a sparse representation in some transformed domain, e.g., wavelet [50]. The signal is measured by taking $M < N$ samples of the element vectors through a linear measurement operator $\Phi$, defined by

$$y = \Phi x = \Phi \Psi s = \tilde{\Psi} s.$$  

We would like to recover $x$ from measurements in $y$. However, since $M < N$ the system is underdetermined. Hence, given a solution $s^0$ to (2), any vector $s^*$ such that $s^* = s^0 + n$, and $n \in N(\tilde{\Psi})$ (where $N(\tilde{\Psi})$ represents the
null space of $\tilde{\Psi}$, is also a solution of (2). However, it was proven in [18] that if the measurement matrix $\Phi$ is sufficiently incoherent with respect to the sparsifying matrix $\Psi$, and $K$ is smaller than a given threshold (i.e., the sparse representation $s$ of the original signal $x$ is “sparse enough”), then the original $s$ can be recovered by solving the optimization problem

$$\begin{align*}
\text{minimize} & \quad \|s\|_0 \\
\text{subject to} & \quad y = \tilde{\Psi}s
\end{align*}$$

(3)

which finds the sparsest solution that satisfies (2), i.e., the sparsest solution that “matches” the measurements in $y$.

Unfortunately, finding the sparsest vector $\hat{s}$ using (3) is in general NP-hard [51]. However, for matrices $\Psi$ with sufficiently incoherent columns, whenever this problem has a sufficiently sparse solution, the solution is unique, and it is equal to the solution of the following problem:

$$\begin{align*}
\text{minimize} & \quad \|s\|_1 \\
\text{subject to} & \quad \|y - \tilde{\Psi}s\|_2^2 < \epsilon
\end{align*}$$

(4)

where $\epsilon$ is a small tolerance.

Formally, any sampling matrix $\Phi$ must satisfy the uniform uncertainty principle (UUP) [18] [29]. The UUP states that if enough samples are taken, such that

$$M \geq K\log N,$$

(5)

then for any $K$-sparse vector $s$, the energy of the measurements $\Phi s$ will be comparable to the energy of $s$ itself:

$$\frac{1}{2} M \cdot \|s\|_2^2 \leq \|\Phi s\|_2^2 \leq \frac{3}{2} M \cdot \|s\|_2^2.$$  

(6)

To intuitively see the association between UUP and sparse reconstruction [29], suppose that (6) holds for sets of size $2K$. If our $K$-sparse vector $y$ is measured as $y = \Phi s_0$, then there can not be any other $K$-sparse or sparser vector $\tilde{s} \neq s_0$ that leads to the same measurements. If there were such a vector, then the difference $l = \tilde{s}_0 - \tilde{s}$ would be $2K$-sparse and have $\Phi l = 0$. However, this is not compatible with (6).

Practically, this tells us that if for some $N$ pixel image we choose $M$ such that $M \geq K\log N$, then we can reconstruct the $K$ largest sparse components of the original image [18]. This allows us to choose the number of linear pixel combinations to achieve a specific quality based on the image we would like to compress. We will show in detail how these components are chosen, along with how the sampling matrix is implemented, in Section IV.

Note that (4) is a convex optimization problem [52]. The reconstruction complexity equals $O(M^2N^{3/2})$ if the problem is solved using interior point methods [53]. Although more efficient reconstruction techniques exist [54], we only discuss specific reconstruction algorithms when necessary to understand the specific imaging or video system. Otherwise, the discussions presented here are independent of the specific reconstruction algorithm.

IV. COMPRESSIVE IMAGING

Before discussing CS video, we will first introduce CS imaging. Compressive imaging is the basis for all of the video streaming systems that will be discussed later in Section V.

A. Compressive Imaging Background

It is clear that since most images can be represented in a sparse domain (e.g., wavelet or DCT), they can be sampled and compressed using (2) and recovered using (4). In this section we will examine some of the properties of images that have been compressed using this CS system, and how these properties can help address the challenges described in Section II.

Effects of Approximate Sparsity: In Section III, we stated that any $K$-sparse signal sampled using (2) that satisfies (5) can be recovered using (4). However, wavelet (or DCT) transformed images are only approximately sparse. For example, Fig. 2 shows the DCT coefficients of the Lena image [55] sorted in increasing order. While the image is clearly compressible, few if any of the DCT coefficients are exactly 0.

When we use (4) to reconstruct Lena with $M < N$, the reconstruction process will force the smaller coefficients to be exactly 0 [19], which will cause distortion in the reconstructed image. We can see how this affects the quality of the reconstructed image by measuring the effect of this sparse approximation on DCT transformed images. The results of this test are shown in Fig 3. This figure was created by finding the DCT transform of the Lena image, forcing the smallest coefficients to zero and finding the inverse transform of the result. As more coefficients are forced to zero, the quality of the reconstructed image decreases.

In practice, this means that, unlike the sparse case described above, “exact” recovery is not possible. Instead, as more samples are used in the reconstruction (i.e., as $M$ approaches $N$), the reconstructed image quality increases. This is demonstrated in Fig. 4, which shows the mean of the received quality over all of the images in the USC SIPI database [55] encoded using (2). These tests were done using the wavelet transform as the sparsifying transform and reconstructed using the gradient projection for sparse reconstruction GPSR [56] algorithm. As $M$ is increased and more samples are used in the image reconstruction, the SSIM of the image approaches 1.

Image distortion can be modeled [47] [2] as

$$\alpha(\gamma) = D_0 - \frac{\Theta}{\gamma - R_0},$$  

(7)
where $D_0$, $\Theta$, and $R_0$ are image- or video-dependent constants determined through linear least squares estimation techniques. $\gamma = \frac{M}{N}$ is the user-controlled sampling rate of the image. Note that the function (7) is concave, i.e., the gain in quality achieved by adding more samples diminishes as the total number of samples increases.

Effects of Quantization: In general, CS theory assumes that the signal is compressed and recovered in the real domain. However, we are usually interested in transmitting a quantized version of the signal [57]. Since the user chooses the value of $M$, which is arbitrary within a certain range, there is a tradeoff between transmitting fewer samples encoded with more bits each or transmitting more samples encoded with fewer bits. This is examined empirically (again over the images in the SIPI database), and is presented in Fig. 5. It is interesting to note that the highest quality reconstruction occurs when the number of samples per symbol is lower than the number of samples per pixel in the original image. This means that there is less precision in the samples than in the original pixels, yet we are still able to reconstruct the image with high quality.

This result is in agreement with [19], which shows that CS reconstruction is generally very resistant to low power noise, such as quantization noise. Suppose we have a set of measurement samples $\mathbf{y}^\# = \Phi \mathbf{x} + \mathbf{n}$ corrupted by noise, where $\mathbf{n}$ is a deterministic noise term, and is bounded by $\|\mathbf{n}\|_2 < \epsilon$. As long as $\Phi$ obeys (6), then the value of $\mathbf{x}^\#$ reconstructed using (4) from $\mathbf{y}^\#$ will be within

$$\|\mathbf{x}^\# - \mathbf{x}\| \leq C \cdot \epsilon,$$

where $C$ is a “well behaved” constant. While the full proof of this is beyond the scope of this paper, it is easy to see why $\Phi \mathbf{x}^\#$ will be within $2\epsilon$ of $\Phi \mathbf{x}$ using the triangle inequality. Specifically,

$$\|\Phi \mathbf{x}^\# - \Phi \mathbf{x}\|_2 \leq \|\Phi \mathbf{x}^\# - \mathbf{y}\|_2 + \|\Phi \mathbf{x} - \mathbf{y}\|_2 \leq 2\epsilon.$$  

This can be seen graphically in Fig. 6, which represents a system that samples a variable $\mathbf{x} \in \mathbb{R}^2$ with a sampling matrix $A \in \mathbb{R}^{1 \times 2}$. The line represents $\mathbf{y} = \Phi \mathbf{x}$, while the diamond represents the $\ell_1$ norm ball. The two dashed lines represent the maximum variation in the samples when corrupted by additive noise of magnitude $\epsilon$. The point where the smallest norm ball intersects the line is the sparsest solution, and is therefore the solution to (4). While this is a simplistic example, it is easy to see that in most cases, the error in the reconstructed sample will result in a small variation in the magnitude of the reconstructed signal. In the system represented in Fig. 6, the magnitude of $\epsilon$ would have to be about $\frac{1}{2}$ of the signal power before an incorrect “corner” of the norm ball is selected.
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Fig. 7. Compressed Sensed Images Reconstructed With Bit Errors

**Effects of Bit Errors:** Though (7) accurately models the video quality when there are no errors, any bit errors may add further distortion to the received image. As shown in Fig. 7, the video does not have to be received perfectly for it to be acceptable at the receiver. At low BER rates, there is almost no effect in the received SSIM. As the BER increases past a certain level, however, the video quality drops off significantly.

Based on this observation, we have modeled the error performance as a low pass filter [12], [13] using

$$U(v) = \frac{\alpha(v)}{1 + \tau^2(BER(v))^2}$$

where $r_v = \beta \cdot \gamma$ is the encoded video rate in kbit/s as a function of the sampling rate and $U(v)$ is the quality of the received video in SSIM as a function of $r_v$. $\alpha(v)$ is the quality of the signal based only on the compression, and is calculated as in (7). The encoder-dependent constant $\tau$ is used to indicate where the quality begins to decrease. For a constant power budget per image, $BER(v)$ is clearly a function of $r_v$, since as more bits are needed to represent an image, each bit will be transmitted at lower power to keep the total power budget constant, reducing the SNR and therefore increasing the BER.

This gives us an estimate of the received video quality as a function of both the encoding rate and the channel conditions. While empirical in nature, this function has been shown to accurately predict the quality of a number of typical video encoders [12], [13], and can be used to compare the received quality of a video or image in specific channel conditions for a given encoding rate. We present this function here to demonstrate that there is a tradeoff between the distortion caused at the encoder and the distortion caused by channel errors. As more samples are used to encode a video frame, the quality of a perfectly received video will be increased (i.e., Fig. 4). But if less power is used for each sample, the SNR of the transmitted image will be higher, leading to an increased BER, and therefore a decrease in the received quality (i.e., Fig. 7).

**Sampling Complexity:** Traditional image compression schemes generally partition an image into smaller sections, and compress each of these sections individually. The most well known example of this is in JPEG compression. A JPEG encoder first divides an image into $8 \times 8$ pixel blocks. Then each of these 64 pixel groups are transformed using a DCT transform. JPEG2000 [58] is based on a 2D wavelet transform. However, the actual implementation of that 2D wavelet transform is based on a series of 1D wavelet transforms [59] of each column and row sequentially. Like JPEG, only a portion of the image is processed at a time.

Methods of dividing imaging problems into subproblems are necessary because of the computational complexity required to encode realistic sized images with non-linear transform operations. Like JPEG and JPEG2000, CS imaging must manage this complexity as part of the development of any implementable system. For example, a direct implementation of (2) requires the creation of the $M \times N$ matrix $\Phi$. Assume we are dealing with a $512 \times 512$ pixel image, and that $M$ is set at $\frac{N}{2}$. This will result in a $\Phi$ matrix that is $52,429 \times 262,144$. A direct implementation would require multiplication with a matrix of over 13 billion elements, which is clearly not practical.

This can be avoided by sampling using a scrambled block Hadamard matrix [60], defined as

$$Y = H_{32} \cdot X,$$

where $Y$ represents a matrix of image samples (measurements), $H_{32}$ is the $32 \times 32$ Hadamard matrix $X$ is a matrix of the image pixels that has been randomly reordered and shaped into a $32 \times \frac{N}{2}$ matrix. Then, $M$ samples are randomly chosen from $Y$ and transmitted to the receiver. The receiver then uses the $M$ samples along with the randomization patterns for both randomizing the pixels into $X$ and choosing the samples out of $Y$ (both of which can be decided before network setup). The result is a sampling system that is much lower complexity, yet is equivalent to the performance of (2).

**Encoder Energy Cost:** There are two components to take into consideration when evaluating the energy consumption of a wireless video sensor. First is the encoder complexity and how that affects the energy required to encode the video. Second is the energy required to transmit the video over a wireless link or network. A comparison of the CVS encoder to traditional video encoding (i.e., H.264 [7] and MJPEG [45]) was carried out in detail in [12], [13].

To summarize those results, the energy constrained SNR for energy budget $E_B$ is defined as

$$SNR(r_{ch}, r_v)_{E_B} = \frac{L \cdot r_{ch} \cdot d_{free} \cdot (E_B - E_E(r_v))}{N_0 \cdot \frac{r_{ch} \cdot fps}{r_v}}$$

where $L$ is the path loss, $N_0$ is the noise power, $d_{free}$ is the free distance of the channel code, $r_{ch}$ is the channel coding rate, $r_v$ is the video encoding rate, and $fps$ is the framerate of the video in frames per second. The encoding energy $E_E$, which is dependent on $r_v$, is determined empirically for a encoder-platform combination. The important thing to note is that as $r_v$ increases, the energy needed to encode the video increases while the transmission energy per bit decreases, causing the SNR to decrease.

Using this model, the performance of CVS was compared to H.264 and MJPEG for two common platforms. The results of this are presented in Fig. 8, which represents video encoded on a relatively high powered node (i.e., a notebook computer), and Fig. 9, which represents video encoded on a mobile smartphone. In both of these simulations, there is a tradeoff between energy and received video quality. The CVS encoder...
results in a lower maximum received video quality (from a strict rate-distortion perspective), but can generally achieve that quality at a much lower energy requirement than either MJPEG or H.264. For example, say we want to achieve a 0.8 SSIM (“good” quality) with a maximum encoding cost of 2.2 mJ, as shown in Fig. 9. We can see that the CVS encoder crosses the 0.8 SSIM level very close to 0 mJ. The MJPEG encoder crosses around 0.15 mJ while the H.264 encoder crosses at 1.25 mJ. This means that we can achieve the same quality for much lower energy cost using CVS.

Fig. 8. SSIM vs. Total Energy Budget for $E_{E,\text{max}} = 0.5 J$.

Fig. 9. SSIM vs. Total Energy Budget for $E_{E,\text{max}} = 2.2 mJ$.

B. Single Pixel Camera

A major step in making the theoretical CS imaging applications practical was the development of the single pixel camera [30]. The single pixel camera is able to simultaneously measure and compress images using very simple hardware. The camera uses a Texas Instruments digital micromirror device (DMD) [61] to reflect a scene onto a single photodiode. The DMD is able to individually change the angle of each mirror from a bank of $1027 \times 768$ mirrors to either $+12^\circ$ or $-12^\circ$ from horizontal. Using a biconvex lense, this allows the system to aim a subset of the mirrors at the photodiode. The output of this photodiode is then amplified and quantized to produce a single CS sample. This is then repeated to produce $M$ samples. Each of these samples is then passed through an analog to digital converter, and either transmitted or stored in memory.

The importance of this is twofold. First, the image capture and compression is done simultaneously, allowing the entire camera-encoder system to consist of a single DMD and an analog-to-digital converter. All of the signal processing is done implicitly when the intensity at the photo-detector is measured. Another less obvious advantage is that, since only a single photodiode is used, an infrared imaging system can be built without increasing the cost significantly over the visual light system.

C. Advantages of CS over JPEG

There are two very important advantages that CS imaging has over JPEG imaging. First, CS imaging can compress an image with far lower computational complexity. While it is difficult to get an accurate measurement between the two, note that, neglecting the DMD, the entire CS imaging described in Section IV-B is lower by a factor of $\frac{M}{N}$ than the complexity required simply to capture the image in a JPEG based device.

The other advantage is the performance of CS imaging in a noisy channel. CS encoded samples constitute a random, incoherent combination of the original image pixels. This means that, unlike traditional wireless imaging systems, no individual sample is more important for image reconstruction than any other sample. Instead, the number of correctly received samples is the main factor in determining the quality of the received image. This naturally leads to schemes where, rather than trying to correct bit errors, we can instead detect errors and simply drop samples that contain errors. This is demonstrated in Fig. 10, where the set of images [55] are encoded using CS and transmitted over a lossy channel.[3]. For the purpose of demonstration, we assume that there is a genie at the receiver that is able to perfectly detect when a sample is received incorrectly. We then show the image reconstruction quality with and without those samples. Clearly, simply removing those samples results in a far better reconstruction quality that if those incorrect samples are used in the reconstruction process.

While it is easier to deal with errors in a CS system, the errors that are used in the reconstruction process do not have as much impact on the reconstructed quality as when using a JPEG system. A small amount of random channel errors does not affect the perceptual quality of the received image at all, since, for moderate bit error rates, the greater sparsity of the “correct” image will offset the error caused by the incorrect bit. This is demonstrated in Fig. 10. For any BER lower than $10^{-4}$, there is no noticeable drop in the image quality. Up to BERs lower than $10^{-3}$, the SSIM is above 0.8, which is an indicator of good image quality. If the BER is kept below $10^{-3}$, there is virtually no distortion in the received image.

This has important consequences and provides a strong motivation for studying compressive wireless video streaming in WMSNs. This inherent resiliency of compressed sensing to random channel bit errors is even more noticeable when compared directly to JPEG. Figure 11 shows the average SSIM of the SIPI images [55] transmitted through a binary symmetric channel with varying BER. The quality of CS-
encoded images degrades gracefully as the BER increases, and is still good for BERs as high as $10^{-3}$. Instead, JPEG-encoded images very quickly deteriorate. This is visually emphasized in Fig. 12, which shows an image taken at the University at Buffalo encoded with CS (above) and JPEG (below) and transmitted with bit error rates of $10^{-5}$, $10^{-4}$, and $10^{-3}$.

V. COMPRESSIVE VIDEO

We have seen how CS can be used to encode an image for transmission over WMSN. In the following, we describe how these concepts can be extended to video encoding.

A. Video as a Series of Images

As observed above, CS image encoding systems are generally much less computationally complex than traditional image and video encoding processes. Based on this, the most straightforward video encoding scheme is to take each frame of a video individually, treat it as an image and use CS image encoding schemes. Although this approach seems very simplistic, it is conceptually analogous to the very common MJPEG. As the most straightforward video encoder, we will start here.

Formally, if a series of video frames can be defined by $x_1, x_2, \ldots, x_L$ for $L$ video frames, then we define the encoded video as a series of compressed frames $y_1, y_2, \ldots, y_L$, where $y_i = \Phi x_i$. At the receiver, each frame $\hat{x}_i$ is reconstructed by solving (4) with $y = y_1$ and $\Phi = \Phi_1$.

While such a system would indeed have low complexity at the sensor nodes, the temporal correlation between consecutive frames is ignored. There are however methods for taking advantage of this correlation without using motion vectors. Below, we describe the state-of-the-art in video encoders using compressed sensing.

B. Hybrid Video Compression Schemes

Recent work was done attempting to merge CS concepts with traditional video encoding concepts. While these systems may not be appropriate for WMSN applications, some of them are still worth mentioning as they introduce innovative concepts that could be applied to future CS video systems more appropriate for WMSNs. The main limitations of these systems compared to entirely CS based systems is the complexity required to both encode and capture the video.

Distributed Compressed Video Sensing (DISCOS): In [62], the authors present Distributed Compressed Video Sensing (DISCOS). DISCOS divides a video into two types of frames: key frames (or $I$-frames) and non-key frames (called $CS$-frames). The scheme uses standard video compression (such as MPEG/H.26x intra-encoding) on key frames. The non-key frames, however, are encoded using CS through a combination of both frame-based calculations (linear combinations of the entire frame) and block-based calculations (linear combinations of a set of pixels restricted to a set of non-overlapping blocks).

The core difference between DISCOS and traditional video encoding is that, rather than traditional sparsifying operations (i.e. wavelet, DCT), each CS block is represented using a matrix composed of a dictionary of temporal neighboring blocks. While this is shown in [62] to far outperform other methods, it does require a “motion-vector-like” operation at the source node. Because of the high complexity of motion vector calculations, they cannot be implemented on a simple low-complexity and energy constrained sensor node, and are therefore not appropriate for WMSNs.

Block-Based Compressive Video Sampling: The authors of [63] also present a block based compressive video sampling system. In this work, as in DISCOS above, a key frame is sampled and encoded using traditional methods. This key frame is then divided into non-overlapping blocks, which are each analyzed for “local sparsity”. Only blocks determined to be sparse enough are encoded using CS, while the rest are encoded using traditional methods. Non-key frames are then encoded using either CS or traditional methods based on the analysis of the key frame.

While this encoder does not leverage temporal correlation specifically, the use of a key frame to estimate the sparsity of subsequent frames is a novel concept that is shown to lead to very good video rate-distortion performance. However, as with the previous system, this system uses traditional motion vector techniques and is therefore not suitable for WMSN implementations.

![SSIM vs Error Rate Keeping Bad Samples and Discarding Bad Samples](image1.png)

Fig. 10. Compressed Sensed Images Reconstructed With and Without Incorrect Samples

![SSIM vs BER for Compressed Sensing and JPEG Compression](image2.png)

Fig. 11. Structural Similarity (SSIM) vs Bit Error Rate (BER) for compressed sensed images, and images compressed using JPEG
C. Compressive Video Sensing (CVS)

We have developed a compressive video sensing (CVS) video encoder [64]. CVS leverages the linear nature of CS encoding to take advantage of temporal correlation between CS encoded video frames. The CVS video encoding process is divided into intra-frames (I frame) and inter-frames, or progressive frames (P frames). The video encoding process is illustrated in Fig. 13. For a given sampling rate and physical input (i.e., image), the video controller will generate either an I or a P frame, both of which are described below. The pattern of the encoded frames is IPPP ... PIPP ... , where the distance between two I frames is referred to as the group of pictures (GOP).

1) Intra-frame (I) Encoding: Each of the I frames are encoded individually, i.e., as a single image that is independent of the surrounding frames. One of the main goals of this encoder is to maximize the quality of a received video for given encoded video rate. This is done mainly by adjusting two parameters to the I frame encoder.

Sample Quantization Rate. Based on the tests discussed in Section IV and reported in Fig. 5, we can see that as $Q$ decreases and less bits are being used to encode each sample, more samples can be obtained for the same compression rate. As long as the uncertainty (here measured as the magnitude of the quantization error) in each sample does not get too large, this process will result in a more accurate reconstruction.

Sampling Rate $\gamma$. The sampling rate $\gamma$, where $\gamma = \frac{N}{N'}$ and $0 < \gamma \leq 1$, is the number of transmitted samples per original image pixel. An empirical study was performed on the SIPI image database [55] to determine the amount of distortion in the recreated images due to varying sampling rates, and is reported in Fig. 4.

2) Progressive (P) frame Encoding: The I frame encoding is, like the basis for the other encoders presented here, based on CS encoding of each image independently. To take advantage of temporal correlation, we consider the algebraic difference between the CS samples. The motivation behind this is that a CS encoded image is simply a series of linear combinations of subsets of the pixels of an image, which is represented by the multiplication by the sampling matrix $\Phi$. Now assume that we have two frames $x_i$ and $x_{i+1}$. For most CS applications, it is assumed that the transmitting sensor node does not have access to the raw image data; in this case $x_i$ and $x_{i+1}$. Instead, the sensor node only has access to $y_i = \Phi x_i$ and $y_{i+1} = \Phi x_{i+1}$. However, as long as $\Phi$ is kept constant, it is easy to see that if we calculate a difference vector $dv$ as

$$dv_{i+1} = y_{i+1} - y_i,$$

then this is equivalent to

$$dv_{i+1} = \Phi x_{i+1} - \Phi x_i,$$

which is the same as if we had sampled the difference between the two frames explicitly.

Then, each $dv_{i+1}$ is again compressively sampled and transmitted. If the image being encoded $x_{i+1}$ and the reference image $x_i$ are very similar (i.e., have a very high correlation coefficient), then $dv_{i+1}$ will be sparse (in the domain of compressed samples) and have less variance than either of the original images. The main compression of the difference frames comes from the above properties and is exploited in two ways. First, because of the sparsity in the difference frame, $dv_{i+1}$ can be further compressed using CS. The number of samples needed is based on the sparsity as in the CS sampling of the initial frame. Second, the lower variance allows us to use fewer quantization levels to accurately represent the information, and therefore fewer bits per sample.

Intuitively, each I frame is temporarily stored at the sender. After the P frame samples are taken, the source subtracts these samples from the stored I frame samples. Because the
difference between two images will be sparse in the image domain, and the CS measurements are taken as a weighted summation of a small subset of pixels (as in (11)), the difference vector will itself be sparse. In practice this vector summation of a small subset of pixels (as in (11)), the domain, and the CS measurements are taken as a weighted difference between two images will be sparse in the image domain. The compression of each of these schemes (at the same received video quality) was compared to basic CS techniques, CS is a natural choice for compression of the difference vector.

Formally, \( \hat{dv} \) is compressed using (2), quantized and transmitted. The number of samples \( m \) needed to represent \( dv \) after it is compressed is proportional to the sparsity \( K \) of \( dv \) and defined as \( m \approx K \log(N) \) where \( N \) is the length of \( dv \). For videos with very high temporal correlation such as security videos, the \( dv \) will also have very low variance, allowing for a lower quantization rate \( Q \). In the simulations reported in this paper, we used \( Q = 3 \).

In terms of compression ratio, the effectiveness of this scheme depends on the temporal correlation between frames of the video. The compression of each of these schemes (at the same received video quality) was compared to basic CS compression (i.e., using \( I \) frames only) for three videos. The videos chosen were Foreman (representing high motion) and two security videos; one monitoring a walkway with moderate traffic (moderate motion) and one monitoring a walkway with only light traffic (low motion), and the percentage improvement, calculated as \( \frac{\text{Size without } P \text{ frames}}{\text{Size with } P \text{ frames}} \times 100 \) is presented in Table I. While the compression of the high motion video can be increased by 172%, the moderate and low motion security videos (which represent typical application scenarios for our encoder) show far more improvement by using the \( P \) frames.

### Table I

<table>
<thead>
<tr>
<th>Amount of Motion</th>
<th>low</th>
<th>medium</th>
<th>high</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gain</td>
<td>556%</td>
<td>455%</td>
<td>172%</td>
</tr>
</tbody>
</table>

3) Video Decoding: The CVS video decoder is shown in Fig. 14. After decoding (i.e., demodulation and detection) the receiver determines whether the received sample is an \( I \) frame or a \( P \) frame. If the received frame is an \( I \) frame, then the decoder simply solves (4) based on the received samples. These samples are also stored for use in decoding the \( P \) frames, and are defined as \( \hat{y}_I \). If the received frame is a \( P \) frame, then the received samples represent a difference vector \( \hat{dv} \). Once \( \hat{dv} \) is reconstructed, again by solving (4), the samples of the \( P \) frame are calculated from \( \hat{y}_P = \hat{dv} + \hat{y}_I \), and the \( P \) frame can be reconstructed.

### D. Distributed Compressive Video Sensing

Recent work in distributed video coding (DVC) [65] has shown that much of the complexity of video encoding can be passed to the receiver. The basic concepts of DVC are very intuitive. Assume that, using entropy encoding, we can achieve an encoding rate of \( R_X \geq H(X) \) on signal \( X \), and \( R_Y \geq H(Y) \) on signal \( Y \), where \( H(S) \) is the entropy of signal \( S \) [65]. Since we are able to tolerate some error in the recovered signal, we can establish a rate region of

\[
R_X + R_Y \geq H(X, Y) \\
R_X \geq H(X|Y) \\
R_Y \geq H(Y|X),
\]

which states that the sum of the rates of \( X \) and \( Y \) can achieve the joint entropy \( H(X,Y) \). Surprisingly, this can be done using separate encoding (but joint decoding) of the two signals.

This is then extended in [66] to use CS encoded images. To accomplish this, first assume that there are two sequential video frames \( W \) and \( S \). Regardless of the amount of motion in the video, there will usually be at least some correlation between \( W \) and \( S \). For many types of video common in WMSNs (such as security or surveillance videos), this correlation will be very high. This allows us to view frame \( S \) and a corrupted version of frame \( W \). In other words, \( S \) can be viewed as a version of \( W \) that has been transmitted through a lossy channel. This allows us to create error correction bits.
Fig. 14. Block diagram for CS video decoder.

for the second frame, and use these error correction bits to “correct” the differences between the two frames.

Formally, we assume that two consecutive frames $x_i$ and $x_{i+1}$ can be represented by

$$
\begin{align*}
    x_i &= x_{C_i,i+1} + x_{U_i,i+1}^i \\
    x_{i+1} &= x_{C_{i+1},i+1} + x_{U_{i+1},i+1}^i
\end{align*}
$$

(16)

where $x_{C_i,i+1}$ is the portion of the frame common to both $x_i$ and $x_{i+1}$. $x_{U_i,i+1}^i$ is the portion of $x_i$ that is unique with respect to $x_{i+1}$ and $x_{U_{i+1},i+1}^i$ is the portion of $x_{i+1}$ that is unique with respect to $x_i$. Assuming $x_i$ is a key or $I$ frame, traditional video encoding would encode only $x_i$, and $x_{U_{i+1},i+1}^i$, relying on the recovered version of $x_i$, at the receiver for $x_{C_{i+1},i+1}$, which is needed to fully decode $x_{i+1}$. However, for such a system to work, $x_{C_{i+1},i+1}$ must be determined at the encoder for each frame $i$, which is computationally very expensive.

However, if the destination can estimate the portion of the image that will be consistent between $x_i$ and $x_{i+1}$, this information can be used at the receiver to reconstruct $x_{i+1}$. The authors of [66], develop such a system where the side information of frame $x_{i+1}$, denoted as $S_i_{i+1}$, can be estimated at the destination using a frame rate up-conversion tool [67]. Side information is then used as the starting criterion in a modified version of GPSR, which will reduce the number of iterations needed to reconstruct the non-key frames correctly.

The authors of [66] then propose a modification of the stopping criterion of the GPSR algorithm so the quality of the reconstructed video frame is kept sufficiently high without incurring excessive computation. The basis of this is to model the correlation between the $j^{\text{th}}$ frame $x_j$ and its side information $S_i_j$ at pixel $p$ as a Laplacian distribution

$$
P(x_j(p) - S_i_j(p)) = \frac{\kappa(x_j, S_i_j)}{2}e^{-\kappa(x_j, S_i_j)|x_j(p) - S_i_j(p)|},
$$

(17)

where $\kappa(x_j, S_i_j)$ is a model parameter defined by $\kappa(x_j, S_i_j) = \frac{\sqrt{2}}{\sigma(x_j, S_i_j)}$ and $\sigma(x_j, S_i_j)$ is defined as the standard deviation of $x_j(p) - S_i_j(p)$. The higher the correlation between $x_j$ and $S_i_j$, the larger the parameter $\kappa(x_j, S_i_j)$ will be. Since GPSR is an iterative reconstruction algorithm, we can then define the $i^{\text{th}}$ iteration of the reconstructed version of $x_j$ as $x_j^{(i)}$. The first stopping criterion is then defined as

$$
\frac{\kappa(x_j^{(i)}, S_i_j) - \kappa(x_j^{(i-1)}, S_i_j)}{\kappa(x_j^{(i-1)}, S_i_j)} \leq T_k
$$

(18)

where $T_k$ is a threshold. The criterion (18) minimizes the difference between the reconstructed frame and the side information generated at the receiver. This is different from standard GPSR, which terminates when the norm of the minimum between the reconstructed signal and the gradient of the reconstructed signal is below a tolerance.

The next two stopping criteria defined are based on the sparsity of the reconstructed solution. The authors define which stopping criterion to use based on the value of $\frac{\kappa}{\sigma}$ used on each non-key frame. The authors show through simulation that the proposed algorithm is significantly faster than standard GPSR, and is able to reconstruct the test videos with up to 4 dB PSNR higher quality.

E. Block Based CS Video

The single pixel camera was introduced in Section IV-B for imaging applications. This imaging system is immediately applicable to video acquisition [68]. The key is that each measurement is taken sequentially in time, i.e., each CS sample represents a specific moment in time. Since a video is a 3D signal which is a sequence of 2D images, each measurement is a sample of an individual 2D image.

This at first seems to make the system more complicated. Traditionally, a CS reconstruction system requires a vector of samples from the same image, but each sample from the single pixel camera represents its own image “snapshot”, and these images represent a near continuous stream of images in a video. However, in many cases, it can be assumed that the image changes slowly across a group of these snapshots. In this case, a set of measurements can be aggregated to represent a single video frame. The number of samples per frame is dependent on both the number of samples required to represent the video at a desired quality, the desired frame rate of the resulting video and the properties of the DMD [61]. For the DMD presented in [30], the switching time is 22 kHz. This speed allows the camera to capture about 733 samples for each frame of a 30 fps video, 1,833 samples for each frame of a 12 fps video or 22,000 for each frame of a 1 fps video.
The authors of [68] present two methods for reconstructing the frames into a video. First is a version of the scheme presented in Section V-A. Each “frame” is created by an aggregation process and reconstructed independently. While simple, this process essentially ignores any temporal correlation between frames. In addition, any fast motion between frames could cause severe problems in the reconstruction of the image.

However, a second method is presented that does take advantage of temporal correlation. A 3D wavelet is used as the sparsifying transform and the entire “block” of video is reconstructed at once. The sampling process is the same as the single pixel camera sampling we have discussed earlier. Each frame $x_i$ is sampled using $\Phi$ to create a sample vector $y_i$. This is repeated for $i = 1, \ldots, L$, creating $L$ sample vectors. These samples can then be reconstructed at the receiver as if the samples were all taken together using a 3-D sampling matrix. This will add some computational complexity at the receiver. However, since 3-D wavelet transforms are well known, and since the problem of minimizing the 1-norm of a matrix is convex, this can still be solved in polynomial time. The major advantage is that we are directly taking the spatial correlation into account at the receiver without any additional complexity at the source.

While such a scheme is very promising, there is one major problem. The complexity of the reconstruction process is highly nonlinear. As stated above, traditional interior point methods have a complexity of $O(M^2 N^{3/2})$. So while this scheme will clearly result in very good performance in terms of quality, reconstructing the video in real time is not practical with currently available hardware. However, if there is an application that does not require real time reconstruction, this is a simple system that will perform well.

VI. FUTURE RESEARCH CHALLENGES

While the current research in the application of CS techniques is promising, there are still a few challenges that need to be solved before this technology can be realized in a realistic network. In this section, we will introduce some of these challenges.

A. Reconstruction Complexity

This paper has been focused on the sampling and encoding of video using compressed sensing. However, the biggest hurdle in CS reconstruction is the complexity required to reconstruct a video. Currently, the most common reconstruction algorithms are either least absolute shrinkage and selection operator (lasso) [69] or gradient projection for sparse reconstruction (GPSR) [56]. Others commonly seen are orthogonal matching pursuit (OMP) [70], stagewise orthogonal matching pursuit (StOMP) [71], basis pursuit denoising (BPDN) [72], and many others (see for example [73]). While some of these algorithms are very fast, none of them can reconstruct video in real time, i.e., at 30 frames per second (or even 12 frames per second).

There are a few techniques for accomplishing this that may be promising. First is reducing the dimensionality of the signal, and reconstructing it in blocks, as is done in [62], [63], [74] and as described in Section V-B. As stated above, since the complexity of even the fastest algorithm is (much) more than linear, reconstructing four $\frac{N}{4} \times \frac{N}{4}$ images will be faster than reconstructing one $N \times N$ image. However, the “amount” of sparsity in an image is related to the size of the image. As the image is divided into smaller and smaller sub-images, the number of samples needed to reconstruct that image increases for the same reconstruction quality. This limits the practical applications of this technique.

Another processing technique for reducing the complexity is to use properties of the images in the reconstruction. For example, in [72], the authors present a scheme for iteratively updating a CS solution based on a previous solution. Since natural images are smooth, the difference in the sparse transforms of each column vector of an image can itself be represented as a sparse vector. This sparse column difference vector is then used to update the reconstruction of the previous column. The authors show that this system is indeed faster that others available. However, it is still not fast enough for real time decoding.

B. Adaptive Sampling Matrices

A major issue in CS encoding of images is that, while the compression is good, it does not generally compare to deterministic video compression methods. While we have shown that the power required to compress and transmit a video using CS techniques may be much lower than traditional methods [12], [13], reducing the compressed size of the video would present more applications for this technology.

One way to do this is to adapt the sampling matrix to the image, and increase the sparsity at the source. For instance, the sampling matrix $\Phi$ and the sparse transform matrix $\Psi$ in (2) can be specifically chosen to optimize the rate-distortion performance at each frame. While there are some rather obvious techniques to accomplish this (such as the hybrid schemes described in Section V-B), to be practical, the system must be able to adapt to the properties of the video without first sampling the entire video. The system must be able to work on a single pixel camera or similar device.

VII. CONCLUSIONS

We have presented an introduction to compressed sensing as applied to video encoding. The goal of this work was to make a case for why CS should be used in video encoding for low power WMSN nodes. Currently available state-of-the-art algorithms are not suitable for sensor networks, and CS solves many of the problems associated with traditional methods. We have presented the background necessary to begin approaching this problem. We have also described some of the leading algorithms developed for applying CS to video.
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