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HTTP Adaptive Streaming (HAS) delivers video streaming services according to a client–ser-
ver architecture where the client originates consecutive HTTP requests to download chunks
of encoded video. In state-of-the-art systems, the client selects the chunk out of a finite set
of differently encoded versions of the same video made available at the server site; the
selection is driven by a client-centered buffer management procedure. Still, dynamic bit-
stream switching may have drawbacks in terms of undesirable visual quality fluctuations
artifacts at the final user; besides, it may result in oscillatory behavior of the overall traffic
in case of multiple users. Therefore, this paper proposes a sender-assisted procedure for
HTTP Adaptive Streaming (HAS) services with improved user Quality of Experience (QoE)
that proactively avoids buffer underflow events at the receiver side, thus reducing the need
for dynamic bitstream switching. In the proposed sender-assisted approach, HAS leverages
information on the encoded video available at the server side to assist the client in originat-
ing the data requests. Specifically, the sender-assisted HAS procedure exploits information
on the encoded video content available at the sender side to regulate the interval between
consecutive client-originated download requests. Significant QoE improvements brought
by the proposed sender-assisted video streaming procedure are demonstrated in challeng-
ing fluctuating throughput conditions encountered in wireless ad hoc networks.

� 2014 Elsevier B.V. All rights reserved.
1. Introduction

The demand of video streaming services is rapidly
increasing and is expected to unrelentingly grow in the
next few years [1]. Mobile and wired network traffic is
composed of an ever increasing percentage of video
streaming traffic and the efficiency of streaming services
will certainly impact the resulting network load. The most
popular streaming architecture, known as HTTP Adaptive
Streaming (HAS), underlies several commercial streaming
video services in current video networking systems. HAS
is used in world-wide adopted streaming platforms such
as Microsoft’s Smooth Streaming, Adobe’s HTTP Dynamic
Streaming, or Apple’s HTTP Live Streaming [2].

HTTP-based systems benefit from full compliance with
network devices and middleboxes (e.g., firewalls, NATs)
currently used in the Internet. Adaptivity allows the client
to select video chunks out of a set of bitstreams encoded at
different quality levels and representing the same video
and made available for bitstream switching purposes at
the server side. In this way, the download rate of the
chunks can be adapted to the current network conditions
(i.e., available bandwidth). Therefore, the effective video
streaming rate depends on both the encoding settings
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and on the end-to-end channel throughput experienced
between the sender and the client [3]. Being based on
the underlying reliable TCP network protocol, HAS pre-
vents packet error and losses at the price of introducing
random end-to-end packet transmission delays, which in
turn may result in underflow events at the client buffer.
A standard framework for HAS, known as Dynamic Adap-
tive Streaming using HTTP (DASH) [4], has also been
defined within MPEG and 3GPP standardization activities.

When an underflow event occurs, video playout is inter-
rupted and the client enters a rebuffering phase until the
buffer is loaded to a preset threshold prior; then, playout
restarts. Underflow events and rebuffering delays affect
the quality perceived by the user, especially on wireless
IP networks with large TCP throughput variations [5]. Even
in stable end-to-end bandwidth conditions, random delay
is introduced because of the random size of the encoded
video chunk [6]. Therefore, a significant margin between
the current throughput and the average encoding rate is
required to avoid non-negligible QoE degradation due to
fluctuations of the encoding rate. Furthermore, experimen-
tal evaluations of different commercial HAS systems [2,7]
show that even the visual quality fluctuations caused by
the client-based rate adaptation strategies result in fluctu-
ations of the Quality of Experience (QoE) at the client side.

In this paper, we propose a sender-assisted HTTP stream-
ing strategy that avoids unnecessary dynamic rate adapta-
tion using an efficient scheduling of the HTTP-GET request
underlying the streaming session. Specifically, the sender (i)
proactively foresees upcoming underflow events using infor-
mation on the encoded video content available at the sender
side, and (ii) it uses this information to adaptively control the
duration of the intervals between consecutive video segment
requests performed by the client. The proposed strategy
enables efficient and flexible management of the rapidly
varying random fluctuations of the packet delays that are
caused by the interplay of the characteristics of the encoded
content and of the network conditions. This approach is espe-
cially beneficial in wireless ad hoc networks where challeng-
ing network conditions are typically encountered as a
consequence of the variability of network accesses and of
the wireless channel and interference dynamics.

The remainder of this paper is organized as follows. Sec-
tion 2 discusses related work. Section 3 introduces the
architecture of the discussed sender-assisted video stream-
ing procedure, while Section 4 proposes a model of its per-
formance. Section 5 discusses the proposed buffer
management algorithm. Section 6 discusses performance
evaluation results, and Section 7 concludes the paper.

2. Related work

Video streaming in wireless systems has been
addressed in several papers, e.g., [8–11]. A cross-layer
selection of the optimal parameter values that maximize
the expected user-perceived video quality is proposed in
[8]. This requires computing, for each user and each
parameter set, the expected video reconstruction quality
at the receiver application layer. The proposed approach
is shown to lead to good performance even if the computa-
tional cost is high and dramatically increasing with the
number of users. In [9], the authors analyze the video bit-
stream across a multi-hop IEEE 802.11a/e wireless network
by investigating (i) the video quality improvement that can
be obtained with an integrated cross-layer optimization
involving all layers of the protocol stack and (ii) the impact
on performance and complexity if the optimized streaming
solution is performed using only limited, localized state
information. However, the authors consider the case of a
general video encoded reproducing the MPEG behavior.

In [10], the authors present a buffer and rate optimiza-
tion algorithm aimed at reducing frame loss, buffer under-
flow events, and buffer delay in wireless networks, so as to
improve the users’ QoE. This algorithm applies a low-cost
bandwidth estimation approach at the application layer
to provide information on the effective capacity, available
bandwidth, and variance in bandwidth for the bottleneck
wireless link. Different from our approach, the authors pro-
pose to employ, before starting video streaming, a mecha-
nism to capture the time-varying nature of the current
wireless conditions within a cumulative density function
(CDF) estimate. Conversely, we rely only on an approxima-
tion of the buffer occupancy obtained by measuring the
current wireless access behavior (in terms of MAC colli-
sions) and size of video chunks sent to the client.

Another class of papers deals with mobile video adapta-
tion. As an example, in [12] challenges related to the vari-
ability of TCP throughput in wireless networks as well as
to the management of client-side video playback buffer
and to variations of the battery level of the mobile terminals
are faced. The authors propose an adaptation algorithm con-
sisting of one module that derives the rate for chunk down-
loading based on the current buffered video time, recent TCP
throughput history, and video rates for the previous chunks
and one module to generate bundled chunk download sche-
dule to increase the energy efficiency of 3G radios. Similar to
this approach, we propose a server-side adaptation algo-
rithm suitable for ad hoc networks where different compet-
ing communications share the channel. In our case, the
target performance metrics are related to the buffer freezes
and we define a content-aware approach for mobile HAS
that regulates client HTTP requests.

We propose a short-term rate adaptation scheme based
on a look-ahead mechanism operated at the sender side.
We expect the proposed scheme to be able to reduce play-
out buffer underflows and oscillations that characterize the
system in Fig. 1. Within this context, the objective of this
work is to propose enhancements to state-of-the-art
HTTP-based video streaming protocols specialized for ad
hoc networks, where mobile devices may experience large
bandwidth fluctuations due to either physical layer fluctu-
ations of the wireless channel or to random MAC delays
due to coexistence of multiple users. The proposed HAS
architecture provides an effective basis to develop a new
generation of flexible HTTP video streaming strategies that
can match these specific challenges of ad hoc networks.

3. Sender-assisted HAS architecture

Typical HAS systems, e.g., Dynamic Adaptive Streaming
based on HTTP (DASH) systems [4], are characterized by
the consecutive stages described in the following. First,



Fig. 1. Architectural model.
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the video content is encoded at the server side in multiple
versions, each with a different video quality. Each encoded
bitstream is then parsed into video packets, usually
referred to as ‘‘chunks’’, which encompass one or more
GOPs (Group of Pictures), and are addressed by means of
URLs available to the client through HTTP servers. At the
beginning of the session, the server advertises the charac-
teristics of the encoded video to the client via a Multimedia
Presentation Description (MPD) message. The contents are
then selected by the client and fetched in the form of
chunks by means of HTTP GET requests. In HAS, chunking
and storing may be realized by segmentation or fragmen-
tation. With segmentation, the chunks (also named seg-
ments) are stored as independent files, whereas in
fragmentation the chunks (also named fragments) are
stored within a single file. The streaming session consists
of a sequence of HTTP-GET messages sent by the client to
begin the download of consecutive sequence fragments
(or segments). The herein presented analysis applies both
to fragments and segments; in the following, without loss
of generality, we refer to fragments.

Let us now consider a server storing L versions of the
same encoded video at different average rates
Ri; i ¼ 1; . . . ; L. Each sequence is encoded and parsed in
fragments beginning with a random access frame. Each
fragment corresponds to a fixed playback interval of sf s;
the encoded fragment size in bits varies in a random way
depending on the sequence activity and on the encoding
parameters. We denote by xn the size (in bits) of the n-th
Fig. 2. Time evolution of the HTTP GETs sent by the client, the transmiss
sequence fragment. After an HTTP-GET, the fragment is
downloaded in a time sn ¼ xn=rn, with rn representing the
net bandwidth available to the application layer, namely
the average TCP throughput measured during the fragment
download time.

In HAS, the client does not request the nþ 1-th frag-
ment unless the download of the n-th one is completed.
Besides, in typical HTTP adaptive streaming systems, dur-
ing an initial buffering stage the fragments are downloaded
continuously until a predefined buffer level is achieved.
Then, the client enters a steady state during which the
fragments are played out at a pace of one fragment every
sf s. During the steady state, the client waits for at least
sf s before requesting the next fragment. This mechanism
prevents buffer overflows, and avoids data pre-fetching
mechanisms that are not suitable for the mobile streaming
paradigm, where the client may randomly change the rate
or even the selected video content on a temporal scale
much shorter than that of Video on Demand streaming sys-
tems. Fig. 2 presents the timing of the server transmissions
after HTTP GETs sent by the client.

Every time the actual download time sn exceeds the
fragment playout time sf , the buffer depletes accordingly,
so that consecutive delays in the video data delivery may
result in buffer underflow events and in rebuffering peri-
ods affecting the user QoE. In conventional HAS systems
such events are prevented by reducing the rate of the
selected encoded video. However, this results in several
undesirable effects including visual quality fluctuations
ion of requested fragments and their writing in the playout buffer.



2 As an alternative, the rebuffering period can be set to the time required
to download a certain number of data bytes, either fixed or varying so as to
match a fixed video playout interval; such choices lead to a random
characterization of the overall rebuffering time D.
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artifacts from a single user point of view [2] and oscillatory
overall traffic behavior from a multiple user point of view.
This is especially true in wireless ad hoc networks where
challenging varying bandwidth conditions are often
encountered.

In this context, we propose a sender-assisted HTTP
streaming for ad hoc networks, where the sender (also
called server in the following) providing the content can
control the rate of the HTTP GETs of the clients in order
to improve their QoE. For sender-assisted HTTP streaming,
a Video Agent (VA) is activated at the server side, with the
goal of improving the QoE of HAS across the wireless ad
hoc network interconnecting the two users. The VA moni-
tors the QoE of the client by comparing the amount of the
actually streamed bytes and the amount that needed at the
client for a given QoE.

A key advantage is that the VA, being at the server side,
always has prior knowledge of the size in bytes of each and
every encoded fragment of the video at a given quality.
Therefore, once the client has selected one of the available
Ri, the server knows the whole set xn, for n ¼ 1; . . . ; k, of
fragments at the given rate. In this way, a cross-layer inter-
action between application and TCP layer at the VA side
allows the VA to estimate the time required to transmit
the n-th set of bytes xn. Specifically, this can be computed
by dividing xn by the estimated throughput, measured in
terms of the Round Trip Time of the TCP protocol (that is
a parameter known at the server side).

In what follows, we discuss how the interval between
consecutive HTTP-GETs, denoted as d, can be set in accor-
dance to a QoE oriented criterion, given the information
available in the sender on the video fragments sizes and
given an estimate of the net bandwidth. The scheduling
is then communicated to the client, which consequently
generates the actual HTTP-GET requests. We refer to this
strategy as sender-assisted streaming.

4. Sender-assisted HAS analysis

We start by modeling the main system components
that affect the optimal HTTP-GET scheduling problem. Spe-
cifically, we aim at identifying the set of N intervals dn

between consecutive HTTP-GETs that optimize a suitable
QoE metric.

The selected QoE metric is based on the number of
underflows and the duration of rebuffering events. With
this objective, we now evaluate the buffer load at the recei-
ver size.

We denote by tW
n the time instant at which the n-th

fragment is fully downloaded in the receiver buffer, also
known as the playout buffer (see the lower axis of Fig. 2).
Besides, we denote by tR

n the time instant at which the n-
th fragment is read for playback. Let us denote by tW

0 ¼ 0
the instant of reception of the first fragment; the playback
phase begins after an initial buffering delay of dB s, that is
tR

0 ¼ dB.
Once playback starts, fragments are read at a regular

rate; nonetheless, due to delay and jitter in fragment
reception, caused by local fluctuations in both bandwidth
and encoding rate, the buffer may underflow. In this case,
playback is underflowed for a rebuffering interval dR,
during which fragments are loaded but not played out.
After the rebuffering period, playout restarts at a rate 1=sf .

Hence, accurate modeling of the buffer behavior needs to
take into account the occurrence of underflows. For this pur-
pose, we introduce a binary sequence sn defined as follows:
sn ¼ 1 when an underflow occurs corresponding to the n-th
fragment and sn ¼ 0 otherwise. Then, the buffer evolution is
characterized by the sequences tW

n ; sn; tR
n defined as

tGET
0 ¼0

tW
0 ¼ tGET

0 þs0

s0¼0
tR

0 ¼ tW
0 þdB

8>>><
>>>:

and

tGET
n ¼ tGET

n�1þmaxðsn�1;dnÞ
tW

n ¼ tGET
n þsn

sn¼1=2�1=2 signðtR
n�1þsf � tW

n Þ
tR

n ¼ tR
n�1þð1� snÞsf þ sn dR

8>>><
>>>:

ð1Þ

for any n – 0.
We can now express the buffer occupancy based on the

writing and reading instants in (1). Specifically, let us
introduce the writing process wðtÞ and the reading process
rðtÞ as

wðtÞ ¼
X

n

xnu�1ðt � tW
n Þ; rðtÞ ¼

X
n

xnu�1ðt � tR
nÞ ð2Þ

The buffer occupancy (in bits) is then expressed as
wðtÞ � rðtÞ. Besides, the number of underflows can be com-
puted as S ¼

PN�1
0 sn. If we assume that each rebuffering

period is deterministically set to dR,2 the overall re-buffering
time D is related to S as D ¼ dRS.

A suitable QoE metric (to be minimized) for HTTP-GET
scheduling is the number of underflows, which has direct
implications in terms of the duration of rebuffering events.
On the other hand, when operating on a set of consecutive
fragments, there is a finite probability that the client can
unpredictably end the streaming session. Therefore, we
consider the following QoE-related objective,

C d0; dN�1ð Þ ¼ min
dn ;n¼0;...N�1

XN�1

0

qn
SW sn ð3Þ

where qSW 2 ð0;1� is a discount factor that takes into
account the fact that the user can tear down the streaming
session.

To avoid overflows at the receiver buffer and to limit the
net throughput required by a single client to the sender, the
download rate averaged on any window of W fragments
should not deviate significantly from the average video

encoding rate R , i.e.,
PW�1

k¼0 xnþk=ðtW
nþW�1 � tW

n Þ 6 R 1þ að Þ,
where a is a system design parameter.

To sum up, in the streaming session we recognize:

� an initial buffering stage, in which the fragments are
downloaded consecutively without introducing unnec-
essary delay, and during which the buffer fills until a
pre-defined level;
� a streaming stage, during which the fragments are

downloaded forcing the intervals among HTTP-GETs;
such intervals can be optimized so as to (i) minimize
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the number of underflows occurring over all the session
and (ii) bound the local average download rate to avoid
buffer overflow.

To elaborate, first we observe that the optimization
function C d0; . . . ; dN�1ð Þ is highly nonlinear with respect to
the optimization variables d0; . . . ; dN�1ð Þ. Second, in the
bandwidth varying conditions typical of a wireless ad hoc
network, the overall session optimization is actually
unfeasible. To optimally assign the intervals between con-
secutive HTTP-GETs, the actual download time intervals
sn; n ¼ 0; . . . ;N � 1 need to be known. The fragment
lengths xn; n ¼ 0; . . . ;N � 1 are indeed known at the ser-
ver, and, if the actual throughput during the streaming ses-
sion were known, the interval between the N fragments
could be jointly optimized. Due to the erratic throughput
behavior, we limit the optimization to a window of W frag-
ments over which the prediction of the TCP throughput
rn; n ¼ 0; . . . ;W � 1 is feasible. Therefore, we design a sub-
optimal procedure described in the following section.
5. Sender-assisted buffer management

The sender-assisted buffer management procedure
relies on restricting the scope of the prediction to a win-
dow of length W < N, which we refer to as the look-ahead
window. Specifically, a window of W consecutive frag-
ments is considered. The fragment size sequence
xn; n ¼ 0; . . . ;W � 1 is known at the sender. We initially
assume that the relative channel throughput sequence
rn; n ¼ 0; . . . ;W � 1 is also known; later, we show with
the help of numerical results that the proposed approach
when the throughput sequence is estimated.

On each window of length W, the sender evaluates the
overall download time adopting the steady state client
strategy, and compares it with the overall corresponding
playout time, namely

PW�1
k¼0 maxðsk; sf Þ 6Wsf and signals

the test result to the client. If the above condition is
satisfied, the downloading proceeds as in the conventional
case, namely dn is kept equal to sf . On the contrary, if the
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Fig. 3. Buffer occupancy measured in terms of video playout time versus time;
look-ahead window.
overall download time exceeds Wsf ; dn; n ¼ 0; . . . ;W � 1
are set equal to 0; this corresponds to a solution
d0 6 d0 6 . . . 6 dW�1 matching the average video encoding
rate. To maintain the steady state conditions, ifPW�1

k¼0 maxðsk;0Þ 6Wsf , the client waits for Wsf�PW�1
k¼0 sk and then resumes download on the next window.

Otherwise, if consecutive download the W fragments has
exceeded the expected window Wsf , the client immedi-
ately restarts download on the following window.

The proposed sender-based buffer management strat-
egy is effective in improving the QoE at the client side.
We show herein some examples from numerical simula-
tions of a HAS session carried out using a video trace [13]
encoded at an average encoding rate of 3.3 Mbps and
streamed at a constant TCP throughput of suitably exceed-
ing the average video encoding rate; a complete descrip-
tion of the simulation scenario is reported in Section 6.

Herein, we presents results of the analysis of different
performance parameters, such as buffer occupancy vs.
time, and the relevant QoE parameters, including the num-
ber of underflow events, and their duration.

The client requests the fragments corresponding to sf

video seconds following to the selected (optimized or
not) HTTP-GET scheduling strategy and it begins the play-
out phase after an initial delay dB. The net bandwidth rn at
the application layer, which is selected to be always larger
than the net video rate, is kept constant throughout the
session simulation. We show here the case of a client expe-
riencing an average TCP throughput of 160% the average
video encoding rate.

When an underflow event occurs, the client stops play-
out and continues downloading fragments, and then
restarts for a rebuffering interval of duration dR. Playout
stops while the buffer is re-loaded with three fragments
of encoded video, corresponding to a fixed playout time
of 6 s. Due to intrinsic video bitrate fluctuations, the actual
number of bits downloaded during rebuffering varies
according to the variable fragment size in bits. The rebuf-
fering interval dR varies as well.

In Fig. 3(a) we show the buffer time evolution at the
client in the absence of a look-ahead-window. Specifically,
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underflow events highlighted; case of absence (a) and presence (b) of the



Table 1
Video traces statistics.

Trace Bitrate avg. R
(Mbps)

Frame size avg. ± std. dev.
(kbit)

SpaceStation 4.79 199 ± 9.7
Titans 3.79 158 ± 3.9
Alice 3.26 136 ± 1.9
Monster 1.57 114 ± 7.2

Table 2
IEEE 802.11 g parameters.

Slot duration 9 s
SIFS 10 s
DIFS (SIFS + 2 * Time slot) 28 s
CWmin 15
CWmax 1023
MAC header 34 bytes
MAC maximum transfer unit 2312 bytes
ACK 14 bytes
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the y-axis reports the buffer occupancy, expressed in video
playout time, whereas the x-axis is the temporal axis. We
recognize that in the first second of streaming, the curve
has a very high slope corresponding to the initial buffering
stage; next, despite the 60% extra bandwidth, the buffer
begins depleting. This rapidly leads to a sequence of
repeated underflow events. In Fig. 3(b), we represent the
same performance metrics when considering a look-ahead
window of W ¼ 6. We recognize that, during the periods
that would have caused buffer depletion, the look-ahead
window mechanism is activated and the client downloads
consecutive segments, alternating intervals at a locally
higher throughput, to inactive intervals assuring the steady
state condition (horizontal slope of the buffer occupancy).
The number of underflow events drastically reduces, thus
providing increased QoE.

To gain insight into the condition that determines the
look-ahead window activation, we analyze the relationship
between the fragment download duration and the frag-
ment playout duration, namely maxðsk; sf Þ=sf . After the
initial buffering period, where each fragment is down-
loaded at the maximum available throughput, the steady
state interval maxðsk; sf Þ between consecutive HTTP-GETs
should match the fragment duration sf (2 s in our simula-
tions) and the ratio maxðsk; sf Þ=sf should equal one. When
the fragment size xn is larger than the average size or the
throughput rn is lower than expected, the interval between
HTTP gets, forced to the maximum between the fragment
duration s and the actual fragment download duration,
exceeds the fragment duration. In Fig. 4(a) we plot the
value of maxðsk; sf Þ=sf vs. the fragment index k. We recog-
nize that, even though the throughput is 6% larger than the
average video encoding rate, a large number of fragments
experience a download time larger than the corresponding
playout time. This phenomenon causes rapid buffer deple-
tion and yields a large number of underflow events. In
Fig. 4(b), we represent the same ratio in the presence of
the look-ahead window. We mark with negative spikes
the indexes of the fragments on which the window suc-
cessfully applies. Besides, we recognize that there are still
a few fragments on which the ratio maxðsk; sf Þ=sf exceeds
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Fig. 4. Ratio between the steady state interval maxðsk; sf Þ between consecuti
look-ahead window, (b) presence of the look-ahead window.
the unitary value. This occurs when, even though the look-
ahead window is applied, the overall download time over
the W fragments still exceeds the playout time Wsf .
Although residual delays are introduced during streaming,
these are reduced in number with respect to the case when
the look-ahead window is not used.

Based on this analysis, we deduce that the sender-
assisted HAS buffer management procedure has the poten-
tial to increase the number of underflow events, which is
indeed an important QoE metric in HAS. In the next section
we analyze its application in wireless ad hoc networks.
6. Performance evaluation

In this section, we evaluate the performance of the sen-
der-assisted HAS buffer management in ad hoc networks
through simulations. First, we observe that in ad hoc net-
works mobile devices experience large bandwidth fluctua-
tions due to physical-layer fluctuations of the wireless
channel; besides, user experiences random MAC delays
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ve HTTP-GET and the fragment duration sf ; case of (a) absence of the
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Fig. 5. Example of Wi-Fi bandwidth, number of underflow events and windows activation rate vs increasing Wi-Fi bandwidth fluctuations.
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Fig. 6. Number of underflows as a function of the window size in presence of: (a) physical layer bandwidth fluctuations, (b) MAC collisions.
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Fig. 7. Buffer evolution, window activations and actual underflows in
case of videos starting in different time periods.
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caused by the coexistence of multiple users. We show with
the help of numerical simulation examples that the
proposed sender assisted buffer management strategy
provides an effective starting point to develop flexible
HTTP video streaming strategies that can match specific
challenges of ad hoc networks.

6.1. Simulation scenario

The simulations have been realized using Matlab in
order to represent the overall HAS session running on top
of different protocols. As far as the application layer is con-
cerned, the source media used for representing the data
streams are HD multi-view video files whose statistics
and traces can be downloaded from the ASU video reposi-
tory at the web page [13]. Specifically, as in [14,15], we
employed a set of video traces from the database in [13].
The encoded video sequences SpaceStation, Titans, Alice,
Monster, of 35.54 min each, have a spatial resolution of
1920 � 1080 pixels, a temporal resolution of 24 Hz, H.264
Multiview Video Coding encoded using a Group Of Picture
(GOP) of 16 frames, with one B frame in between I/P key
pictures, with a resulting average rate of 4.8, 3.8, 3.3,
1.6 Mbps. Each video presents intrinsic fluctuations of the
frame size resulting in xn varying accordingly. Some charac-
teristics of the adopted video traces are reported in Table 1.

The simulator tracks the evolution of the application
layer buffer at the mobile station side; both filling and
depletion in accordance to the interaction between the
HTTP-GET requests and the net throughput offered by
the lower layers. In order to assess the performance of
the sender-assisted HAS strategy running on top of the
CSMA/CA MAC protocol, the 802.11 g model has been
implemented including a complete simulation of the
CSMA/CA used at the MAC layer in order to allow a shared
access to the medium. Table 2 reports the adopted IEEE
802.11 g parameters. In the following, we first show simu-
lation results in presence of physical layer fluctuations,
typically due only to the channel only (see Section 6.2);
in this case, we consider only one active streaming session.
Secondly, we show simulation results pertaining to the
case of retransmissions caused by the collisions (see
Section 6.3). Specifically, in this latter case we consider a
variable number of concurrent point-to-point single-hop
streaming sessions. We assume that the transmission
range is greater than the maximum distance between the
nodes; thus all nodes are within the same radio range.
We also assume that the transmissions are ideal, i.e. there
are no channel errors apart those due to collisions.

6.2. Streaming performance in presence of PHY layer
fluctuations

In this section we describe simulation results typical of
a wireless Wi-Fi scenario [2]. The herein adopted Wi-Fi
bandwidth model reproduces the one in [2], but with the
substantial difference that the frequency of the spikes is
held, but the bandwidth between one spike and the other
has been made variable and randomly changed from frame
to frame. Fig. 5(a) plots an example of Wi-Fi bandwidth; in
this case the average bandwidth (red straight line) is
6.08 Mbps. Both positive and negative spikes can be seen;
finally the standard deviation of the variations is 5% of the
mean bandwidth.
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The following simulations have been carried out with
the following setting parameters. The initial playout delay
is 30 s, while the rebuffering interval duration is set to 6 s.
We consider W ¼ 5. Fig. 5(b) illustrates the QoE evaluated
in terms of number of underflow events, averaged over 10
Montecarlo runs, vs. the standard deviation of the band-
width fluctuations. As expected the number of underflows
events increases with the variability of the bandwidth. The
first bar in red is the QoE value for zero standard deviation,
that is, when the bandwidth is constant. For the first stan-
dard deviation percentage values (0–10%) we intentionally
considered denser measurements to assess the behavior of
the system and evaluate the evolution of the look-ahed
window. We show that the perceived quality is stable in
this interval, since the look-ahead window allows chang-
ing the HTTP GET request frequency when the network
conditions deteriorate. This effect can be seen also by
observing the percentage of activations of the window
(see Fig. 5(c)). When variations in the available rate
increase, we observe a percentage increase in the number
of times that the window is activated. This confirms the
effectiveness of the proposed strategy in controlling the
GET request frequency in reacting to throughput varia-
tions, however caused.

In Fig. 6(a) we compare the number of underflow events
without look-ahead window (W ¼ 0). Note that here we
set the available bandwidth to 150% of the video encoding
rate, and we consider a bandwidth fluctuating around its
mean value with a standard deviation of 15 % of the mean.
Besides, we assume that only the bandwidth mean is
known at the sender while evaluating the window activa-
tion test. In Fig. 6(a), we appreciate that the look-ahead
window strategy significantly improves QoE by reducing
the number of underflow events. Finally, it is worth
observing that other simulations, not reported here for
the sake of conciseness, prove that the proposed algorithm
works even when the throughput is estimated, provided
that it is underestimated rather than overestimated. This
means that the HAS sender assisted buffer management
strategy can be effectively applied using the estimated
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throughput provided that the estimate is conservatively
slightly biased.

6.3. Streaming performance in presence of MAC layer
collisions

Finally, we analyze the performance of the look-ahead
window mechanism in an environment where different
senders experiment collisions. This is done by simulating
simultaneous access to a standard IEEE 802.11 g network,
with data rate variable between 8 and 24 Mbps and the
MAC parameters reported in Table 2. In this scenario, we
simulate different numbers of video streaming sessions,
randomly initiated with a temporal displacement within
1–7 min concurrently accessing the network for contem-
porary HAS streaming. In Fig. 6(b), we plot the number of
underflows, averaged over 10 Montecarlo runs, versus
the look-ahead window length W. The case of absence of
look-ahead window is represented as W ¼ 0. We clearly
appreciate the improvement in the number of underflows
when the look-ahead window is used. In Fig. 7, we analyze
three concurrent video streaming sessions of the video
Alice, starting with 5 min shifts from one another. We
report the buffer occupancy of the three video buffers,
obtained for W ¼ 6. We recognize the spikes due to the
look-ahead window strategy and the steady buffer occupa-
tion resulting from its application. In this sense, collisions
between streams do not affect the performance of the
strategy. To assess the fairness among video streams, we
consider concurrent streaming of three videos, referring
to the same video sequence Alice but shifted one another
by a random interval between 3 min and 7 min. We report
in Fig. 8 the number of underflow events and the QoE met-
rics, averaged over 10 Montecarlo runs, for each video. We
can see that the effect is fairly distributed on the three
video sessions. Finally, to assess the performance of the
look-ahead strategy in case of estimated bandwidth, in
Table 3 we report the average number of underflows
observed when the throughput is perfectly known and
when it is inferred by a simple algorithm at the sender site
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Table 3
Number of underflows for known or estimated throughput.

Bandwidth (Mbit/s) 8 10 12 14
Number of underflows (Known throughput) 12.1 5.1 1.8 0.5
Number of underflows (Estimated throughput) 12.3 5.3 1.9 0.6

S. Colonnese et al. / Ad Hoc Networks 24 (2015) 74–84 83
from the number of experienced collisions. Specifically,
each sender tracks the mean of the average number of col-
lisions per fragment based on the ACK mechanism, and,
based on an a priori established association between colli-
sion probability and number of simultaneously transmit-
ting stations infers the mean data rate [bandwidth/
estimated number of active flows] to be used in the win-
dow activation test. The performance is only slightly
affected by the bandwidth being estimated rather than
perfectly known.

7. Concluding remarks

In this paper, we presented a sender-assisted procedure
that is able to improve the Quality of Experience (QoE) in
HTTP Adaptive Streaming (HAS) services. The sender
assisted HAS procedure exploits information on the
encoded video content available at the sender side to
derive the client originated encoded video fragments
download requests. The procedure balances client-related
quality issues, which would require intensive video chunk
downloads to avoid playout underflows, with sender-
related system constraints, which require the average
download rate not to overcome the average video encoding
rate. The proposed approach leverages knowledge of char-
acteristics of the encoded video always available at the ser-
ver side. Moreover, it paves the way to further joint
optimization of concurrent streaming sessions issued by
the same sender. Numerical simulation results show the
significant QoE improvement achievable with the pro-
posed sender-assisted buffer management procedure,
especially in the challenging conditions that are often
found in wireless ad hoc networks.
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