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Abstract -~ This paper shows that by examining the span of a priori
known time invariant operators, it is possible to determine whether
certain bounded abstract time-varying evolution equations are
approximately controllable.

I. INTRODUCTION

This paper studies the problem of approximate controllability
of the abstract nonautonomous evolution equation
1) = ADx(t) + Bu(t) , 0stsT

AD = 3 afnA;,

im]

m finite 6]

with x()EX, x0) =xy€X, u(t) EU, where X and U
are Banach spaces. Let the Banach space of bounded linear operators
from Banach space U toBanachspace X bedenoted by £L(U ,X).
In particular, let Xy =2(X, X) . Then, in (1),
A, EXUX), i =12, ..,m, are time independent operators,
and a(f) are continuous scalar functions, a; € C(0,T:R) ,
i=1,2,..,m. f m ischosen assmall as possible, thenthe 4, 's
will be linearly independent and will generate an associative algebra
over the field of complex numbers and a Lie algebra under commuter
product [ A" . Al] =AIA] et AJA, = M(A[)AJ Assume fur-
ther that B € 4(U.X) and that the control
(1) € Lp(0,T;U), where Ly(0,T;U) denotes the Banach space of

T lp
U -valued functions with norm {I || w(e) ||Pdt} ,1sp. Let
0
X* denote the dual of X with clementx” , and let the range and null
space of an operator () be denoted by ®(") and N'(-) respectively.
Therange of anoperator B on U will beindicatedas BU . Finally,
if Epis a sequence of subspaces, »# =0, 1.., then
SplEa , n 2 0} indicates the span of these subspaces, and
Sp |En, n 2 0} indicates the closure of this span.
Under the conditions assumed above, it is known that there ex-

ists a unique solution to (1) given by
]

xt) = x(txgu) = P(txy + M!)j @~ )Bu(s)ds,  (2)
0

where @(1) = @(1,0) € £(X)is the solution to the homogenius

equation

P = AP, HO) =1, @)

and / denotes the identity in £(X) .
Definition: Nonautonomous system (1) is:

(i) approximately controllable on [0,T] if for any initial
state xg € X at ¢ = O and any final state x; € X there exists a
control u € Lp(0,T;U) suchthatforany ¢ >0,
l5(Tixg , w) = x)ll<e .
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Itis the purpose of this paper to derive approximate controllabil-
ity conditions for non-autonomous evolution equation (1). The re-
sults of this paper are extensions of the works of [1,2). However, un-
like the resuits in [2], and most of the known resuits (see [3] for a
summary), controllability conditions presented in this paper do not
depend on properties of the unknown linear operator &(f) described
in (3). [Instead, we derive:tests in terms of properties of

A;, a{r) and B , which are either a prior known or can construc-
tively be determined. This technique was orginally developed by
Leiva in [4,5], and has also been spplied to finite dimensional systems
(5.6, i.e., when X = R* .

II. MAIN RESULTS

A.  Representation of ()

In Section A, we discuss the explicit representation of @(r) in
(2) on time interval [0,7], T > 0 . In[7), it is shown that

m
() = nexP[&(')Ai] = e5il0A1 g8 ... gaMu g < < T,

=1

O]
where the scalar functions g{f) satisfy the set of differential equa-
tions

m m i-1
Qa0 A = g A+ D g'.m[ exp(g(t)ad A,-)}A.-.
im1

im] i=2

8/0)

The consequence of equations (4) - (5) is that operator &(r)
isrepresented in terms of operators A; , functions a,r) , and func-
tions g(f) . Based on thisrepresentation, this paper will derive new
“constructive” controllability tests, most of which are in terms of
known quantities.

il

0, i=L2, .., m. )

B. Approximate Controllability

From (2), define the continuous linear operator
Gr : Lpy(0,T;U) — X, where
T
G = I @~ Y(s) Bu(s)ds . ®
0

The following proposition is an immediate consequence of (6)
and can be found in many basic works [3].

FUNDAMENTAL PROPOSITION: System (1) is approximately
controllable on [0, T] if and only if B(Gy) = X .
We now present the results of this work:

THEOREM 1: [f system (1) is approximately controilable on {0.T],
then



Sp [Atr Al AN BUL =012, i Q=12 ...m]=X.
Q)

PROOF: Suppose system (1) is approximately controllable and (7)
is false. Then, there existsanx™ € X*, x* = 0, such that

< 1Al AMBu > L =0 WE Ui =12 .. mk =012 .).
@®
Using (4), (6) can be rewritten as
T
G = I [Texp { - g0} Buts)ds
g i=m
Tl & (- ghowal
= J [‘[[z——-( sl ']su(s)ds
o i=m | =0 ‘
2 T (= 249)
= Akn e At' BI n k:! u(s)ds,
n=0 ki +ky+ . ky=m 0 i=1
®
which by (8) gives
<x*,Gu>yny =0, WELOTU) . (10)

This implies that R(Gy) C X, contradicting the assumption that sys-
tem (1) is approximately controllable. Q.E.D.
Likewise, the following theorems are true:

THEOREM 2: System (1) is approximately controllable on [0.T] if
and only if

B*ﬁ exp {— g,(t)Af}x“= 0, Vit €1(0,7]
i=1

implies x*=0 .

The proof of Theorem 2 follows immediately from the proof of

Theorem 3.11 of [8]. However, Theorem 2 is difficuit to verify since
it relies of knowledge of functions g;(¢) which must be found via (5).
In order to provide more easily verifiable conditions, further restric-
tions on a;(t) must be assumed.
THEOREM 3: If coefficients a; () are analytic at =0 and a;(0) are
not all identically equal to zero, then condition (7) in Theorem 1 isa
necessary and sufficient cordition for svstem (1) to be approximately
controllable on [0,T].

Theorem 3 provides some of the simplest conditions for approx-
imate controllability that exist for time varying nonautonomous
evolution equations. The proof of Theorem 3 is more complicated.
‘We present only a summary:

Assume that (1) is not approximately controllable and that (7)
is true. Then, by Theorem 2, there will exist an x* such that

1
<", [ ] exp| = 204 jBU > =0 1)

t=m
forall ¢+ € [0,7] and # € U . Taking an infinite number of deriv-
atives of (11), and using properties of derivatives of the products and
the compositions of functions, it is possible to show that under these
assumptions

Splakateasy - ANBU/k = 0,12, .. i=12, ., m} =0

and hence, a contradiction is obtained. This proves sufficiency.
Theorem 1 proved necessity.

The simplicity and power of Theorem 3 is that approximate con-
trollability of (1) can be verified by examining the span of time in-
variant operators which are a priori known. This is best shown
through an example:

2875

Example: Consider the following integro-differential equation
of Volterra type:

WD) = ) I wit,s)ds + vEult) . 12)

o
where w(1,£) is a scalar function in two scalar variables rand £ , with
0 < £ < 1, andwhere v(§) isagiven scalar function. This example
is discussed in [1] when a(?) = 1. If v(&) is continuous, then (12) can
be rewritten in abstract form x = a(f)Ax + bu by taking
x(t) = w(t,E) , b = v (), and A to be the Volterra integral operator.
Let X = (CJ0,1].

For a(t) = 1, [1] shows that condition (7) is true. Therefore,
when a(#) is analyticand a(0) = 0, (12) will always be approximate-
Iy controllable.

As we see in this example, testing for approximate controllabili-
ty of (1) can often become trivial. This is similar to the classic results
found in (1], although the techniques are quite different.

REFERENCES
{11 R.Triggiani, “Controllability and observability in Banach space
with bounded operatafs,” SIAM J. Control, Vol. 13, No. 2, pp.
462-491, Feb. 1975.

{2] V. Korobov and R. Rabakh, “Exact controllability in Banach
spaces,” Differential Equations, Vol. 15, No. 2, pp. 1531-1537,
Dec. 1979.

[3]1 A. Grinberg, V. Lotoskii, and B. Shklyar, “Controllability and
observability of dynamic systems,” Automation and Remote
Control, Vol. 52, No. 1, part 1, pp. 1-16, 1991,

[4] H. Leiva and D. Barcenas, “Contro}iebility with restriction in
Banach spaces,” Acta Cientifica Venezolana, 40, 1989.

[5] H. Leiva, “Rank extension for controllability of non-autono-
mous systems,” XXXIX Annual Convention of ASOVAC, Vene-
zuelan Association far Science Development, Caracas, 1989.

[6] H.Leivaand B. Lehman, “Controilability of linear time varying

systems: new algebraic criteria,” to appear at the /[EEE 1993
ACC.

[7]1 J. Wei and E. Norman, “On global representations of the solu-
tions of linear differential equations as products of exponen-
tials,” American Mathemaiical Society, Vol. 15, pp. 327-334,
1964.

[8] R. Curtain and A. Pritchard, Infinite Dimensional Linear Sys-
tems Theory, Lecture Notes in Control and Information
Sciences, Vol. 8, Springer-Verlag, 1978.



