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\textbf{A B S T R A C T}

This paper presents the self-controlling software paradigm and reports on its use to control the branch and bound based constraint satisfaction problem solving algorithm. In this paradigm, an algorithm is first conceptualized as a dynamical system and then a feedback control loop is added to control its behavior. The loop includes a Quality of Service component that assesses the performance of the algorithm during its run time and a controller that adjusts the parameters of the algorithm in order to achieve the control goal. Although other approaches – generally termed as “self-*” – make use of control loops, this use is limited to the structure of the software system, rather than to its behavior and its dynamics. This paper advocates the analysis of dynamics of any program with control loops. The self-controlling software paradigm is evaluated on two different NP-hard constraint satisfaction and optimization problems. The results of the evaluation show an improvement in the performance due to the added control loop for both of the tested constraint satisfaction problems.
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1. Introduction

In this paper we present the self-controlling software paradigm and describe its use to control the behavior of an algorithm. We classify our approach as self-controlling software because (1) we treat software as a dynamical system, and (2) we use a feedback control loop to continuously monitor the software performance and adjust its parameters at run time. This approach is very closely related to the approach described in Hellerstein et al. (2004), however the main distinguishing factor of self-controlling software is that the dynamics is the feature of an algorithm and not of a computer system.

The self-controlling software paradigm was first proposed in 1999 (Kokar et al., 1999). The architecture proposed in Kokar et al. (1999) included three control loops, each based on a specific control paradigm – the feedback loop (based on feedback control, Doyle et al., 1990), the adaptation loop (based on adaptive control, Åström, 1989) and the reconfiguration loop (based on reconfigurable control, Shamma, 1996). The approach was then applied to control a scheduling algorithm (Kokar et al., 2001; Xun et al., 2004; Fescioglu-Unver and Kokar, 2005) and to the tabu search algorithm (Fescioglu-Unver and Kokar, 2008, 2008, 2011). This paper describes the application of the self-controlling software paradigm to a new domain (constraint satisfaction problem) and to a new algorithm (branch and bound search).

The self-controlling software approach is closely related to the approaches in which computer systems include feedback loops in their design. Those approaches are known under many different names: self-adaptive systems (Laddaga, 1999; Brun et al., 2009; Badr et al., 2002; Goldman et al., 1997; Musliner, 2000), self-managing systems, autonomic systems (Blueprint, 2006), self-aware systems (Szitapnovits and Karsai, 1997; Karsai and Szitapnovitz, 1999; Brandozzi and Perry, 2002; Reece, 2006; Robertson and Laddaga, 2004). Collectively, all of those approaches are referred to as self-* systems.

The early systems in this group were not patterned upon control theory. The idea of a feedback loop as an architectural pattern was adopted by the researchers in software architectures (Shaw, 1995; Klein et al., 1999; Oreizy et al., 1999; Garlan et al., 2001; wen Cheng et al., 2002; Pezze et al., 2008) and by autonomic computing (Blueprint, 2006). However, the adoption of the control theory’s feedback loop metaphor has been only partial so far. For instance, the widely cited book on the control of computer systems (Hellerstein et al., 2004) states that “it is essential that models we construct consider time”, i.e., the underlying plant is a dynamical system. A more popular explanation of control theory provided by Wikipedia also states that “Control theory is an interdisciplinary branch of engineering and mathematics that deals with the behavior of dynamical systems.” However, the fact that the system being controlled is a dynamical system cannot be found in the above
referred architecture based adaptation literature. At the same time, this literature contributes a great deal to the methodology for designing software systems that utilize feedback loops.

Combinatorial constraint satisfaction problems (CSP) are known to be NP-hard. An algorithmic solution of all the problem instances of such problems may not exist at all. However, for under-constrained cases a solution can be found easily. On the other hand, for over-constrained cases, it may be possible to infer that a solution does not exist. The most difficult solutions to find lie in the problem subspace called the phase transition region (e.g., Cheeseman et al., 1991; Selman et al., 1992). It is desirable that a constraint solver algorithm recognizes such a fact and abandons the search rather than pursuing the search which has a very low probability of finding a solution. The success then depends on deciding when to quit. In case an algorithm abandons the search prematurely, the event is called a false alarm.

The main difficulty in optimizing such algorithms lies in the fact that the behaviors of NP-hard problems are unpredictable. One way to deal with this kind of problems is to instrument such a system with “sensors” that monitor the performance of the search for constraint satisfaction solution and react to the changes in the observed performance. It is known, however, that too quick reaction to such changes, e.g., after each step, like in greedy search, are not optimal. It may be possible that the next step in the same direction would find a feasible solution, or at least that the search space is sufficiently regular and thus the continuation of the search in the same direction would get the algorithm closer to a feasible solution.

In this paper we ask the question whether such behaviors can be interpreted as the algorithm experiencing unpredictable disturbances, similarly as in control theory, where the controlled process (the plant) is subject to such disturbances. The second question is then whether such algorithms could be treated as plants of a control system and whether they could be controlled by traditional controllers, like a PID controller (Hellerstein et al., 2004). Since in control theory a plant is a dynamical system, if we want to use traditional controllers we have to conceptualize an algorithm as a dynamical system.

In this paper we present a control theory based approach to real-time adaptation of a CSP search algorithm so that the search is directed away from the regions where solutions do not exist and, as a result of this, the probability of false alarm is minimized. We demonstrate that an algorithm can be treated as a dynamical system and that a carefully designed feedback loop with an appropriately tuned PID controller has a positive impact on the performance of the algorithm. However, control engineering teaches us that an inappropriate feedback loop can cause even disastrous damage. Consequently, we suggest that all the “self-” approaches to controlling software should incorporate the analysis of the dynamics of the software being controlled.

For the proof of concept, Oz (Mehl et al., 1995) was selected as the target CSP solver. It uses a branch and bound algorithm to implement search. This algorithm was controlled by our feedback control loop that was added to the Oz processing path. The proof of concept system was tested against two experimental scenarios - a job scheduling problem and a fixture design problem. For both problems, phase transition invariants were identified empirically and later used to generate hard problems that show phase transition behavior. The proof of concept system and a benchmark algorithm were executed against these hard problems. The performance of the proof of concept system and the benchmark algorithm was measured and compared for different control parameters and initial conditions. The experiments with the proof of concept system showed that the complexity of the CSP solving algorithms can be controlled, and that the hard problems (phase transitions) can be detected with low probability of false alarm, where the benchmark algorithm may abort computation abruptly against those hard problems. For not so hard problems, the proof of concept system performed as well as the benchmark algorithm. The results of these experiments provide a good indication of the usability of the proposed approach, i.e., treating a search algorithm as a control plant and adding a feedback loop to adjust the search during its execution.

The paper is organized as follows. In Section 2 we describe the branch and bound search algorithm. In Section 3 we formalize the branch and bound algorithm as a dynamical system. This allows us to treat this algorithm as a control plant. The description of the control system is presented in Section 4. In Section 5, we describe the two CSP problems used for the verification of our approach – a job scheduling problem and a fixture design problem. In Section 6 we show the results of experiments in which our approach was used to control the branch and bound algorithm applied to the two CSP problems. This is followed by a review of the literature pertinent to this search algorithm and some attempts to control its execution (Section 7). And finally, in Section 8, we present our conclusions and suggestions for future research.

2. Branch and bound algorithm

In the work presented in this paper, automatically generated constraint satisfaction problem (CSP) code (in Oz) executes a search engine (Schulte, 2002; Van Roy and Haridi, 2004), one of the system modules of the Mozart Programming system. This search engine can solve CSPs with and without objective functions using a modified version of the branch and bound algorithm.

Schulte and Smolka define the basic components of the search engine used in Oz as follows. A CSP consists of a finite set of variables, each associated with a set of possible values, and a set of constraints. A solution to a CSP is an assignment of a value to each variable from its set of values that satisfies all the constraints. A constraint satisfaction solver needs to: (1) determine whether a solution exists, (2) find one or all solutions.

Formally, a CSP can be represented by a 3-tuple \( (V, D, C) \), where \( V = \{v_1, \ldots, v_n\} \) is a set of decision variables, \( D \) is domain, i.e., a complete mapping from \( V \) to finite sets of integers \( \{I_1, \ldots, I_m\} \) - value sets for the decision variables, and \( C = \{C_1, \ldots, C_l\} \) is a set of constraints on the decision variables (Dechter, 1992). A constraint \( C_i \) contains a subset of the variables \( \forall \{v_{i_1}, \ldots, v_{i_l}\} \in I_{i_1} \times \cdots \times I_{i_l} \) and a relation \( rel \), defined on this subset: \( C_i = \{rel(v_{i_1}, \ldots, v_{i_l})\} \leq I_{i_1} \times \cdots \times I_{i_l} \).

In this paper, we work with finite domains. A finite domain \( D \) maps all the variables to finite subsets (intervals) of non-negative integers. In other words, for a finite domain all the sets in \( \{I_1, \ldots, I_m\} \) are finite intervals of non-negative integers. A variable \( v_i \) is determined for given domain \( D \) if the cardinality of the value set \( |D(v_i)| \) = 1. Otherwise it is non-determined.

An integer valuation \( \theta \) is a mapping of variables to their integer value sets, written \( \{v_1 \mapsto d_1, \ldots, v_n \mapsto d_n\} \), where \( d_i \)'s are elements of their value sets, \( I_i \)'s. A solution of a CSP is a valuation that satisfies every constraint in the CSP. Following the notation introduced in Schulte and Smolka, we write \( \theta \in D \) if \( \theta(v_i) \in D(v_i) \) for all \( v_i \in \text{vars}(\theta) \).

A constraint \( C_i \) over variables \( v_1, \ldots, v_n \) is a set of valuations such that \( \text{vars}(\theta) = \{v_1, \ldots, v_n\} \).

A domain \( D_1 \) is stronger than a domain \( D_2 \), written \( D_1 \sqsubseteq D_2 \), if \( D_1(v) \subseteq D_2(v) \) for all \( v \in V \). A propagator is a monotonically decreasing function from domains to domains: \( f(D) \preceq D \) and \( f(D_1) \preceq f(D_2) \) whenever \( D_1 \sqsubseteq D_2 \). A propagator \( f \) is correct for a constraint \( C_i \) iff for all domains \( D \)

\( \theta \in D \) \land \( \forall C_i \rightarrow \{\theta \in f(D)\} \land C_i \)

Constraint propagation is a process that changes the problem without changing its solutions by applying propagators. Constraint
propagation reduces the search space by reducing value sets of variables, strengthening constraints, or creating new ones.

2.1. The branch and bound algorithm

Based on the definitions above, the computation steps of the constraint propagation engine are as described below. The super-script k corresponds to the iteration step of the search algorithm.

1 Initialization: Create a computation space \( S = (V, D^k, C) \), \( k = 0 \).

2 Branch:
   (a) Select a non-determined decision variable: Select a decision variable \( v_i \in V \), where \( |D^k(v_i)| > 1 \), using a selection function, Sel.
   (b) Select a split point: Select a subset \( I^k \subset D^k(v_i) \) of the selected decision variable \( v_i \) using a distribution strategy \( U \), \( I^k = U(D^k(v_i)) \). This will partition the value set of variable \( v_i \) into \( I^{k,1} \) and \( I^{k,2} = D^k(v_i) \setminus I^{k,1} \).
   (c) Split computation space: Create computation spaces \( S_1 = (V, D^{k,1}, C) \), \( S_2 = (V, D^{k,2}, C) \), where:
      \( D^{k,1} = D^k \), except for \( v_i \), where \( D^{k,1}(v_i) = I^{k,1} \)
      \( D^{k,2} = D^k \), except for \( v_i \), where \( D^{k,2}(v_i) = I^{k,2} \)
      \( k \leftarrow k + 1 \).
   (d) Push \( S_2 \) on the computation space stack; \( S \leftarrow S_1 \).

3 Bound: Apply propagators, \( f \), to domain, \( D^k \), to narrow the value sets of the decision variables in space \( S : D^k \leftarrow f(D^k) \).

4 Check the status of the computation space \( S \):
   (a) If all the decision variables are determined (\( |D^k(v_i)| = 1 \) for all \( v_i \)), report the variable assignments \( \{D^k(v_i)\} \) for all \( v_i \), discard the current computation space, \( S \), and go to Step 5.
   (b) If there are possible solutions left that are consistent with the constraints in \( C |D^k(v_i)| > 1 \) for at least one \( v_i \), go to Step 2.

5 Backtracking: If the computation space stack is not empty, pop the computation space \( S \) from the stack and go to Step 2. Otherwise stop.

3. Formalization of the CSP search algorithm as a dynamical system

Since the concept of dynamical system is not widely used in the self-adapting computer systems community, we first introduce a general definition of this concept and then provide a dynamical system conceptualization of the branch and bound algorithm.

3.1. General dynamical systems

Intuitively, a dynamical system is a system whose past can be summarized by its state, which in turn changes, or evolves, from one moment of time to the next. The evolution is the function of the current state and the input applied to the system. The output of a dynamical system depends on the system’s state.

Formally, a discrete-time, time-invariant general dynamical system (Padullo and Arbib, 1974) \( GDS \) is an 8-tuple

\[
GDS = (T, X, W, Q, P, f, g, s) \tag{1}
\]

where \( T \) is the time set with an order relation \( \leq \); \( X \) and \( W \) are the input and output sets, respectively; \( Q \) is the set of inner states \( q \in Q \); \( P \) are the input processes (sequences of inputs, \( X \)); \( p : T \times X, p \in P; f \) is the (local) state transition function, \( f : Q \times P \rightarrow Q \); \( g \) is the output function, \( g : Q \times W \rightarrow g \). The state transition function \( f \) of a dynamical system must satisfy the properties of consistency (\( f(q_0, t) = q_0 \)) and causality (\( f(p, p') = f(q_0, p') \), if \( p = p' \)). In words, the consistency condition means that the system does not change state within a given time moment; the causality means that whenever the system is started in a given initial state and two sequences are applied to it such that they are equal (for the same time set covered by the sequences), the system will end up in the same state. Fig. 1 represents the structure of a general, discrete time dynamical system. Note that this figure uses the Z domain, rather than the time domain representation (cf. Hellerstein et al., 2004).

3.2. Modeling the branch and bound algorithm as a dynamical system

To conceptualize a system as a dynamical system, one needs to identify all the elements shown in Eq. (1) above. Moreover, it is expected that the state transition function will satisfy the consistency and causality properties. To achieve this goal we had to analyze various options. In the end, we decided that the branch and bound search algorithm used in this paper can be formulated as a dynamical system in the following way:

- The time, \( T \), is the set of non-negative integers representing the computation steps, \( k \).
- The input space, \( X \), is the set of subsets of the domain value sets, \( I^k \subset D^k(v_i) \).
- The output set, \( W \), is the set of non-negative integers representing the number of non-determined decision variables.
- The state space, \( Q \), is the set of computations, \( S \).
- The input processes, \( P \), are the time sequences of values of the distribution strategy, \( U \) of the branch and bound algorithm.
- The state transition function \( f : Q \times X \rightarrow Q \) is given by the branch and bound algorithm (see Section 2.1), with the initial state given by Step 1.
- The output function, \( g \), is the function that returns the number that is equal to the number of variables that do not have a unique assignment of values in the current computation space, \( S \), i.e., the number of variables \( v_i \in V \), for which \( |D^k(v_i)| > 1 \).

4. The feedback control loop

The self-controlling software approach requires to identify measurable inputs to the plant and classify them as control inputs, which impact the plant’s behavior. In addition, this approach assumes the existence of disturbances which alter the plant’s behavior unpredictably. Moreover, it includes a controller subsystem for changing the values of the control inputs to the plant, and adds, if necessary, a quality of service (QoS) subsystem for computing feedback. In a feedback loop, at each (time) step the controller computes the control inputs for the plant based on the goal (e.g., a set point) received as an external input and feedback received from the QoS subsystem.

The first decisions that need to be made for the control of the branch and bound algorithm is what should be the control variable and what should be the measure that would give indications of whether the search algorithm is moving in the right direction. Intuitively, it is desirable that the search algorithm reaches the regions of the search space where feasible solutions exist, without traversing the entire search tree. Towards this aim, we need to identify a set of search parameters that impact the direction of search and a
measure that can indicate whether the search is moving towards the regions with concentrated feasible solutions.

For the branch and bound algorithm described in Section 2.1, the selection function, Sel, that picks the next decision variable, \( v_i \), to be distributed among the non-determined decision variables at the current decision node has the most impact on the direction of search. Two of the widely used selection functions in the branch and bound algorithm are (Haralick and Elliott, 1980): (1) Maximum-Suspensions, the function that selects the non-determined decision variable that participates in most of the constraints and (2) MinimumDomain, the function that selects the non-determined decision variable with the smallest current domain, \( D^k(\{v_i\}) \).

The second factor that impacts the search direction is the distribution strategy, \( U(D^k(\{v_i\})) \), which splits the domain of the selected variable, \( v_i \), into two subsets. The effect of \( U \) is local relative to the selection function Sel. However, \( U \) causes changes in the speed of search in addition to the direction. If \( U \) returns a singleton subset, then the search becomes a depth-first search and the vertical progress in the search tree gets faster. On the contrary, if \( U \) returns a multiple-element subset of \( D^k(\{v_i\}) \), then the search becomes a breadth-first search and the vertical progress slows down.

In our case, all the domains are intervals of integers. The split thus can be defined by a real number \( \kappa \in [0, 1] \). The distribution function then becomes:

\[
U(D^k(\{v_i\})) = I^{-k} = \{x : x \leq (l + \kappa(u - l)) \}
\]

where \( l \) and \( u \) are the lower and upper bounds of \( I^k \), respectively. The value of \( \kappa = 0 \) results in \( U(D^k(\{v_i\})) \) returning a singleton set containing the lower bound, while the value of \( 1 \) returning the upper bound of the interval.

Experimentation showed (Freuder, 1982) that MaximumSuspensions as the selection function and returning a single integer in the distribution function results in faster search. Therefore, in our experiments, we used the MaximumSuspensions function. In the case of a tie, the MinimumDomain function was used to break the tie. In summary, \( \kappa \) was used as the controlled variable for the branch and bound algorithm.

Next, a feedback variable is defined. Feedback is used to modify the control input in order to steer search towards the sections of the search tree where the percentage of feasible solution leaves is higher than the percentage of non-solution leaves. Consequently, we defined the feedback variable, \( \Sigma \), which is computed by the QoS function as shown in Eq. (3), where \( S \) is the number of feasible solution leaves and \( N \) is the number of non-solution leaves visited in the current control cycle. Feedback can take any value between 1.0 (all solutions found were feasible) and −1.0 (no feasible solutions found).

\[
\Sigma = \frac{S - N}{S + N}
\]

When search enters a phase transition region, the value of \( \Sigma \) starts moving towards −1 (since the algorithm cannot find any feasible solutions). At this point the search has entered the region of high concentration of non-feasible solutions and thus the probability that there are feasible solutions that are easy to find is rather low. Thus this metric has an indirect effect on the probability of false alarms.

Fig. 2 demonstrates the Proportional-Integral-Derivative (PID) control used in our experiments. The figure uses the (typical) representation of the control action in the Z domain. Eq. (4) details the calculation of the control variable \( \kappa \) in the time domain. All the variables involved in the equation are indexed by the step, i.e., the index of \( k - 1 \) refers to the value of the variable in the previous step, while \( k \) refers to the current value of a given variable. Here \( y \) is the control goal, \( \Delta = y - \Sigma \) is the control error, \( K_p \) and \( K_d \) are the proportional and derivative control constants, respectively (the integral constant was equal to 1):

\[
\kappa(k) = K_p \Delta(k) + \kappa(k - 1) + K_d(\Delta(k) - \Delta(k - 1))
\]

This controller directs the search towards the areas where the value of \( S \) is higher and/or the value of \( N \) is lower. However, search should be terminated when the control does not seem to be efficient; this may be an indication that the search entered a phase transition region. The termination point is defined as the number of decision points visited since the last significant event. Significant event is defined as either the beginning of the search or the detection of a solution or the detection of a non-solution node. At every significant event point, the number of decision points reached since the last significant event is compared against the termination point. In case a solution is found, the count of decision points is reset. When the search reaches a termination point it returns a Done message and the search is terminated.

The termination point parameter is given to the CSP solver at the beginning of search. The number of decision points is computed in Step 2c in the branch and bound algorithm. The termination point condition is checked in Step 5 of the branch and bound algorithm.

The API of the selected Oz CSP solver had to be slightly modified to accept the control variable \( \kappa \) as a dynamic input and to provide access to vital search statistics. The Oz search statistics – the number of decision points, the number of feasible solutions and the number of non-solutions visited in the last control cycle, and the depth of the current decision point – had to be accessed in order to compute \( \Sigma \) (Eq. (3)) and to compute the termination point condition. This required the modification of the Search.oz file in the Mozart system library.
5. Verification and demonstration

An experimental system was implemented and tested on two scenarios to evaluate the approach specified in this paper; a job scheduling problem (see Section 5.1) and a fixture design utility problem (see Section 5.2). Problem formulations were specified using the UML/OCL representation. The formulations were automatically translated to the selected Constraint Satisfaction Problem (CSP) language, Oz, and then used by the system to find constraint satisfying solutions. The goal was to provide a proof-of-concept of the development of such a self-controlling constraint satisfaction solving program that (1) was applicable to various constraint satisfaction problems and (2) had the ability to control its own complexity by controlling the search direction and detecting phase transition regions to terminate the search in order to minimize the probability of false alarms. The first requirement was satisfied by demonstrating that the same system can be used in two different problem domains. The second requirement was satisfied by testing the experimental system on both hard and easy problem instances in order to show its ability to detect phase transition regions. In each of the scenarios, the phase transition phenomenon was investigated and an understanding of the model for phase transition was developed. These models were then used to generate test data for the experimental system. Known benchmarks implemented in Mozart Programming System version 1.3.1 were used as a reference.

5.1. The job scheduling example

This example deals with a job scheduling problem. There are a number of jobs, each consisting of one or more tasks. Jobs have due dates by which all the tasks for the job need to be completed. Tasks have prerequisites, i.e., sets of tasks that need to be completed before they can start. Each task requires a single resource and takes a certain time to be completed. There is only one of each resource type available and a resource can not be shared by more than one task at the same time. In our experiments, the ultimate goal was to find solutions that not only satisfy some constraints, but also are good with respect to two optimization goals. However, this aspect is outside of the scope of this paper and thus we focus only on the constraint satisfaction of this problem.

To formalize the constraints used in the job scheduling experiment, we introduce the following notation:

- **Job** – the set of all jobs
- **Task** – the set of all tasks (the union of tasks for all the jobs)
- **Resource** – the set of all resources
- **Times** ⊂ Int – time interval
- **dur** : Task → Times – a function that returns the duration of a given task
- **preTask** : Task → 2\(^{\text{Task}}\) – a function that returns the set of prerequisite tasks for a given task
- **due** : Job → Times – a function that returns the due date or deadline for the completion of a given job
- **res** : Task → Resource – a function that maps a task to a resource (to simplify the problem, we assume that a task depends on a single resource)
- **start** : Task → Times – a function that returns the starting date for a given task (in our problem, starting dates for the tasks are the decision variables)
- **task** : Job → 2\(^{\text{task}}\) – tasks that are part of a given job.

We use the dot notation to represent values of functions. For instance, we say \(T.\text{start}\) to denote \(\text{start}(T)\) for a given task \(T\).

**Constraint 1**: All tasks that are prerequisites for task \(T\) should end before \(T\) can start:

\[ \forall T \in \text{Task} \forall p \in T.\text{preTask} \cdot P.\text{start} + P.\text{dur} \leq T.\text{start} \]  
(5)

**Constraint 2**: All jobs must finish by their deadlines:

\[ \forall j \in \text{Job} \cdot \max(T.\text{start} + T.\text{dur}) \leq j.\text{due} \]  
(6)

**Constraint 3**: A resource cannot be used by more than one task concurrently:

\[ \forall T_1, T_2 \in \text{Task} \cdot T_1.\text{start} \leq T_2.\text{start} \& \]  
\[ T_2.\text{start} \leq T_1.\text{start} + T_1.\text{dur} \Rightarrow T_1.\text{res} \neq T_2.\text{res} \]  
(7)

5.2. The fixture design example

The second experiment dealt with a scenario from the domain of testing of electronic circuit boards in which units under test (UUT) are tested using a functional board tester (FBT). A UUT has a number of pins (e.g., 32). For testing, each pin needs to be connected to a channel, which is part of a card in the FBT. The FBT has a menu of cards, each with a set of capabilities associated with particular channels. To test a UUT, each pin’s requirements need to be matched by a channel’s capability. Examples of pin requirements are the digital timing (e.g., 10 MHz, 25 MHz, 50 MHz), the voltage levels that are used (e.g., [+5V, –2V], [+10V, –10V], [+15V, –15V], [+32V, –32V]) and the analog capabilities that are required (e.g., digital multi meter (DMM) input high/input low, function generator (FG) output, timer counter (TC), start/stop/trigger, digital storage oscilloscope (DSO) channel). The description of the configuration of the tester contains data on the number and the types of the channel cards and their positions within the chassis, as well as capabilities of their channels.

A testing facility is interested in keeping the overall cost of testing as low as possible. The goal is to minimize the number of channel cards in order to minimize the capital cost. On the other hand, the goal is to minimize the operational cost by using channels that are cheaper to use during testing (e.g., a 25 MHz channel is less expensive than a 50 MHz channel). The result of this optimization is a mapping between the UUT pins and the channels of the channel cards, e.g., UUT pin 1 will be connected to channel 2 of the third channel card, and so on. Again, in this paper we are focusing only on the constraint satisfaction aspect of this problem.

To formalize the constraints used in the fixture design experiment, we introduce the following notation:

- **Channel** – the set of all channels on all of the channel cards
- **Pin** – the set of all pins
- **PinRequirement** – the set of all pin requirements
- **Capability** – the set of all channel capabilities
- **channel** : Pin → Channel – function that assigns channels to pins (wirings)
- **requirement** : Pin → 2\(^{\text{PinRequirement}}\) – function that assigns a set of requirements to a given pin
- **capability** : Channel → 2\(^{\text{Capability}}\) – function that assigns a set of capabilities to a given channel
- **card** : Channel → ChannelCard – function that assigns a channel card to a channel
- **mapping** : PinRequirement → Capability – function that assigns a channel capability to a pin requirement (the capability must satisfy the pin requirement)

**Constraint 1**: Each channel can be assigned to only one pin.

\[ \forall p_1, p_2 \in \text{Pin} \cdot p_1.\text{channel} = p_2.\text{channel} \Rightarrow p_1 = p_2 \]  
(8)
Constraint 2: Only the pins with requirements should be assigned to channels.

\[ \forall p \in \text{Pin} \cdot \text{P.requirement} = \emptyset \Rightarrow \text{P.channel} = \emptyset \]  

Constraint 3: Channel capabilities must cover pin requirements.

\[ \forall p \in \text{Pin} \cdot \text{p.requirement.mapping} \subseteq \text{p.channel.capability} \]  

6. Evaluations

6.1. Experiment planning and generation of test cases

The test cases were prepared in such a way as to cover the following types of cases: (1) where solutions exist and are easy to find (under-constrained); (2) where solutions do not exist and it is easy to find out about this (over-constrained); (3) phase transition regions where solutions exist; (4) phase transition regions where solutions do not exist. In total, 320 test cases were generated: 200 cases for the job scheduling problem and 120 for the fixture design problem.

The generation of test cases in the phase transition region was the result of both intuitions about the problem and extensive experimentation. Here we present the main ideas of this problem. The main intuition behind the phase transition is that they are located where the problem is neither over nor under constrained, nevertheless it is “closer” to the over constrained region. Consequently, our goal was to find the cases where it is very difficult to satisfy all constraints of the problem.

For the job scheduling problem, we first looked for a critical resource, i.e., a resource that is needed for the largest number of tasks. The tasks that require this resource are then in the critical task set. One of the parameters that makes the constraint satisfaction difficult is the duration of all of the tasks in the critical task set, including the tasks that are the prerequisites to the tasks in the set. Tasks are part of jobs and jobs have deadline requirements. The second parameter that makes the satisfaction problem difficult is the due dates of the jobs, in particular of the job that has the earliest deadline. Thus, intuitively, the ratio of the duration to the due date, as described above, is the parameter that indicates where the phase transition region is. Larger values of duration make the satisfaction problem more difficult, but then larger values for deadlines can compensate for the difficulty. In particular, the value of the ratio equal to 1 is the boundary between satisfiable and unsatisfiable cases. If the ratio is greater than 1, the problem does not have a solution. So in summary, the hard cases are in the region where the ratio is slightly smaller than 1. Our experiments have confirmed this intuition, i.e., the test cases with the values of the ratio close to 1 were in the phase transition region. A test case generation program was implemented based upon these principles and the test cases generated by this program were used for testing.

A similar approach was employed to generate test cases for the fixture design problem. First, we identified a critical requirement parameter. It is the requirement that is associated with a critical pin set (i.e., the largest pin set that shares the same requirement). Since requirements need to be covered by the channel card capabilities, when the size of the critical pin set is larger than the number of channels on a single channel card that have this specific capability, this requirement is not satisfied. This leads to the conclusion that the critical phase transition parameter is the ratio of the size of the critical pin set to the number of channels with a matching capability in a single channel card. When this ratio is greater than 1, there is no solution. Again, our experiments confirmed this intuition. A program to generate test cases based upon this analysis was written and the generated test cases were used for the evaluation of the approach presented in this paper.

6.2. Evaluation metrics

The main goal of the controller for the branch and bound algorithm is to increase the efficiency of the algorithm in terms of both detecting solutions that satisfy the constraints of a given problem and recognizing phase transitions. As described earlier in the paper, the algorithm directs the search for solutions towards the areas of the search space where solutions are more likely to be found. It also has a termination point parameter that indicates a phase transition region and causes the search to quit. To assess the quality of the controller, we focused on the metric of probability of false alarm (PFA). PFA is defined as the ratio of false positives (FP), i.e., the number of cases where the algorithm wrongly declares a phase transition, to the number of all cases.

\[ \text{PFA} = \frac{FP}{S+N} \]  

where S is the number of cases for which solutions exist (or the space can be searched exhaustively) and N is the number of cases where a solution does not exist (or at least it is not known to exist).

6.3. Analysis of control: job scheduling problem

In the experiments with the controller two aspects were addressed: whether the control parameters could be modified in order to improve the performance of the controller and whether the controller performed well with respect to a benchmark CSP solver. Here we discuss just the first aspect in the context of the job scheduling problem.

To assess the sensitivity of the control algorithm to the change of control parameters we ran a number of experiments in which we modified the control parameters and observed the value of the PFA. In Fig. 3 we show the results of the experiments with different settings of the proportional and derivative parameters \( K_p \) and \( K_d \). These plots allow us to make two observation. First, it is clear that the number of false alarms is much higher when control is not used. When search without control reaches the value of ten thousand iterations without finding a solution and quits, in about 20% of cases it is a false alarm. In a similar situation, when a search with control quits after the same number of iterations, the percentage of false alarms is almost null.

The second observation is that the controller is relatively insensitive to the values of the control parameters. Although the controller with the smaller values of \( K_p = 0.05 \) and \( K_d = 0.025 \)
performed worse in terms of generated PFAs, the other two controllers with the higher values of $K_p$ and $K_d$ performed at about the same level of accuracy of generating false alarms.

Fig. 4 shows the impact of the selection of the value for the goal of the controller ($\gamma$). As can be seen from this figure, this value did not have too much impact on the performance of the branch and bound search for this particular problem. The performance for the higher value of $\gamma = 1$ was a bit better, especially for smaller values of the terminating point parameter, as compared to that of the smaller value of $\gamma = 0.5$.

And finally, in Fig. 5 we show the impact of the selection of the initial value of the control variable, $K_0$. These plots show a clear dominating performance of the control with the initial value of $K_0 = 0$ over the selection of $K_0 = 0.5$.

6.4. Analysis of control: fixture design problem

The results for the fixture design problem were similar to the results for the job scheduling problem. Again, as shown in Fig. 6, the performance of the search algorithm without control resulted in higher values of PFA. The variation in the values of $K_p$ and $K_d$ parameters did not have a significant effect. The selection of the initial value had a high impact on the performance of search, but we did not show a separate figure for this aspect.

6.5. Comparisons with a benchmark

To assess the performance of the controller in general, we used the known benchmark programs available in the Mozart Programming System, version 1.3.1. Both the benchmark programs and the code generated by our system were run on all of these cases. Since the two types of programs were developed using different approaches, their behaviors were different. The Oz benchmark programs were designed to search for at least one solution to the CSP problem indefinitely. In case it could not find a solution and exhausted its memory limits, it would generate a memory fault event and quit. Our program, on the other hand, was designed to detect that a given problem is in the phase transition region and then quit if the termination point condition (as defined in Section 4) was met. If it were able to find a solution before the termination point, it would provide the best solution found so far. Since the problem of detecting phase transitions is hard, our program would report a phase transition prematurely, when in fact it was not the case. Thus our program’s behavior, at times, resulted in false alarms.

To compare the performance of the two systems we classified the results into the following five types:

- **S/S**: A solution exists and both programs find at least one solution.
- **N/N**: A solution does not exist and both programs recognize this fact.
- **S/PT**: A solution exists, but our program reports a phase transition (false alarm).
- **N/PT**: A solution does not exist; the benchmark program runs until fault, our program recognizes a phase transition.
- **PT/PT**: It is not known whether a solution exists (it is a hard case); the benchmark program runs until fault, our program recognizes a phase transition.

The results of experiments are summarized in Table 1. This table shows the distribution of the test cases for each of the above described classes for the two constraint satisfaction problems. Column 2 shows the number of test cases for each of the two problems. Column 3 shows for how many cases both programs were able to find a solution. Column 4 shows in how many cases the two programs concluded that a solution did not exist. The S/PT column shows in how many cases the benchmark programs were able to find a solution, while our program generated a false alarm. Column N/PT indicates how many of the test cases did not have a solution. Our program was able to recognize this and thus terminated gracefully, while the benchmark programs ran until they generated faults. Column PT/PT shows the counts of the cases where the programs behaved in the same way as in the former case. Those were the hard cases where it is not known whether a solution exists or not.

To summarize, the main purpose of these tests was to show the superiority of our program over the benchmark programs in terms of the capability to quit the search when a hard case (a phase transition region) is encountered. This fact can be clearly seen from column PT/PT. However, we also had to show that our program performed well on the easy cases of an NP-complete problem, i.e., that...
it was able to find solutions in under-constrained cases. Its behavior was inferior for some of the harder cases (column S/PT). However, this was compensated by a significantly better performance of our program for the hard cases (columns N/PT and PT/PT) for which the benchmark programs simply ran until generating faults.

7. Literature review

Literature related to self-* systems was briefly overviewed in Section 1. Here we focus our attention on the CSP solving algorithms. In our research, first, we had to answer the question whether such algorithms do need improvement. Second, we had to find out whether self-adaptive software methods in general, and control theory in particular, have been used to control CSP solvers. The answer to the former question was affirmative and to the second negative. Below we summarize some of our findings.

The classical CSP framework was introduced formally at the beginning of the 70s (Montanari, 1974). In Montanari and Rossi (1996), Rossi and Montanari give a brief history of the studies on CSP. The general constraint satisfaction problem is of high-complexity (NP-complete or worse) and there are no efficient algorithms to solve it. Therefore, one of the main research topics has been finding fast preprocessing algorithms that can make the search for a solution efficient in important practical cases.

A widely used method for solving the CSP is backtracking (Korf, 2010). In this method, variables are instantiated sequentially. As soon as all the variables relevant to a constraint are instantiated, the validity of the constraint is checked. If a partial instantiation violates any of the constraints, backtracking is performed to the most recently instantiated variable that still has alternatives available. However, the backtracking method suffers from thrashing (Gaschnig, 1979); i.e., search in different parts of the space keeps failing for the same reasons. The cause of thrashing is referred to as lack of arc consistency (cf. Kumar, 1992). Algorithms for eliminating arc-inconsistency are only a subset of preprocessing algorithms that are used to increase the efficiency of the search algorithms. Some of such preprocessing algorithms are described in Fikes (1970), Mackworth (1977), Montanari (1974), Freuder (1978), Dechter (1990), Freuder (1988), and Waltz (1975). Other significant algorithms that improve on the classical backtracking algorithm are intelligent backtracking (Gueret et al., 2000), dynamic backtracking (Ginsberg and McAllester, 1994), and backjumping (Dechter, 1990). None of these algorithms use a control feedback loop built on the principles of control theory.

Improvements to the search algorithms have been investigated using the standard depth-first and breadth-first search as the base. Breadth-first search may require too much space and depth-first search may spend too much time without finding any feasible solutions. Iterative-deepening depth-first (IDDF) search (Korf, 1985) runs a depth-limited search repeatedly, increasing the depth limit at each iteration until it reaches the shallowest goal state. IDDF search combines depth-first search space efficiency and breadth-first search completeness. Iterative-Deepening A* (IDA*) (Korf, 1985) combines IDDF with A* (Dechter and Pearl, 1985), which uses a best-first search and finds the least-cost path from a given initial node to one goal node. Later in Korf (1997), Korf modified IDA* with a lower-bound heuristic function based on memory-based lookup tables, called “pattern databases” (Culberson and Schaeffer, 1996).

Combinatorial CSPs are a subcategory of the general CSPs where the values of some or all of the decision variables are restricted to be integer. The word “combinatorial” is used to stress the fact that only a finite number of alternative feasible solutions exist. The branch and bound algorithms is the most widely used solver for combinatorial CSPs. Mitten (1970) and de Bruin et al. (1988) characterize a branch and bound algorithm by four rules: (1) a branching rule defining how to split a problem to sub-problems, (2) a bounding rule defining how to compute a lower bound on the optimal solution of a sub-problem, (3) a selection rule defining which sub-problem to branch from next, and (4) an elimination rule stating how to recognize and eliminate sub-problems which cannot yield an optimal solution to the original problem.

Significant research has been done on efficient branching rules that will improve the performance of a branch and bound algorithm. Branching heuristics that choose the most “constrained” decision variable to get away from the over-constrained regions...
had been proved to be very effective in search (Haralick and Elliott, 1980; Beck et al., 2004; Freuder, 1982; Gent et al., 1999). Our paper focuses on the branch and bound algorithm and many of the ideas known in the subject literature have been useful to us in selecting control variables and developing the controller.

Theoretical evaluation of constraint satisfaction algorithms is accomplished primarily by worst-case analysis or by dominance relationships (Kondrak and van Beek, 1997). However, for NP-complete problems, a different approach is needed. In the past, intractable problems were avoided. Recently it has been recognized that for NP-complete problems solutions can be found, or the lack of a solution can be efficiently recognized, except for some input regions called phase transition regions.

The idea of phase transitions was first introduced in statistical physics. In Cheeseman et al. (1991), Cheeseman showed that for many NP-complete problems, one or more order parameters can be found such that hard instances (i.e., such that solutions are difficult to find) occur around particular critical values of these order parameters. These critical values are called phase transition invariants. Such values define a boundary that separates the space of problems into two regions or phases. While one region is under-constrained and easy to find a solution, the other region is over-constrained and unlikely to contain a solution. Really hard problems occur on the boundary between these two regions where the probability of finding a solution is low but not negligible.

Currently, a normal practice is to evaluate a proposed algorithm empirically on a set of randomly generated instances taken from the relatively hard phase transition region (Selman et al., 1992). As Cheeseman indicated, there is a need to produce phase transition diagrams for particular problem domains to help in identifying hard problems and predicting the existence of solution, such as shown in Purdom (1983). Phase transitions in constraint satisfaction problems have been studied by many researchers (cf. Prosser, 1996; Smith and Dyer, 1996; Gent et al., 1997; Selman and Kirkpatrick, 1996; Hogg and Williams, 1994; Hogg, 1996; Hogg et al., 1996; Xu and Li, 2000). At this point, the challenge is to identify order parameters and phase transition invariants for particular problem domains. In this paper we describe the results of our investigation to identify phase transition regions for the two selected domains of CSP.

8. Conclusions and future research

In conclusion, the main objective of this work was to show that the generic ideas from control theory can be used for controlling the performance of algorithms. To show this, two NP-hard constraint satisfaction problems have been selected to which a generic PID controller was used to manipulate a control variable (a parameter in the algorithm). Through a number of experiments, it was shown that adding a controller to a CSP solver had a clearly positive effect in terms of the solver’s performance as measured by its capability of detecting phase transition regions, i.e., regions where solutions that satisfy the constraints don’t exist and thus pursuing the search in these regions was not justified. Experiments with the two selected problems were performed in order to gain some understanding of the sensitivity of the performance of the controller to the selection of the control parameters. The experiments showed that the controller is highly sensitive to the selection of the initial value of the control variable, while it was much less sensitive to the tuning of the control parameters.

The two problems come from two different application domains (job scheduling vs. fixture design) and thus it can be expected that the approach proposed in this paper may be applicable to a wide range of domains where search for solutions that satisfy constraints is needed.

The approach was represented in generic terms, i.e., first the problem was conceptualized as a dynamical system, then control and performance variables were identified, a QoS function was defined, control goal (set point) was defined, and a control law (in this case PID) was defined. Although all these decisions required some significant analysis of the problem domain (CSP and branch and bound algorithms), the process used in this work is based on system theory and can be replicated for other applications, as well.

While this paper showed that an algorithm can be treated as a dynamical system and thus can be controlled using traditional controllers (like PID), more research is needed to develop a generic methodology for applying control theory to control algorithms. In particular the following questions need to be investigated. Do we always need to analyze the dynamics of a given algorithm before adding a self-control feedback loop? What is the procedure for identifying state, input and output parameters for algorithms? What is the procedure for selecting controlled variables and performance variables? How should the analysis of dynamics be integrated into the architecture based self-adaptation methodology?
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