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Non-Invasive Cuff-Less Blood Pressure Monitor

Team Members: Aiman Ginawi, Anthony Guariglia, Fardin Islam, Ojasvi DSilva, Soibifaa Georgewill, and Stephen Pryzbylek
Advisor: Professor Charles DiMarzio
Abstract

This project employs a new method blood pressure measurement that enables a patient to monitor their blood pressure throughout the day, without the need for a cuff. The device is designed as a compact, portable monitor that analyzes two forms of a patient’s heart measurement to display an estimation of their instantaneous blood pressure. The device is self-contained in a box-style enclosure, with a button that is used to initiate data collection and an OLED screen to display the final result.

The method by which the device estimates blood pressure relies on the successful acquisition of two heart-rate signals. The first of which is an Electrocardiogram (ECG) signal, which is acquired through the use of a single-lead ECG measurement. The second signal is a Photoplethysmogram (PPG) signal, which is acquired by way of reflective photoplethysmography. Reflective PPG analyzes a patient’s heart rate by shining an LED directly onto the surface of the skin, and reading back the changes in light intensity reflected off of the skin. As blood pulses through a patient’s blood vessels, the intensity of the reflected light increases and decreases according to the patient’s arterial pulses, providing a method for determining the patient’s heart rate. Upon successful collection of ECG and PPG signals, a quantity known as the Pulse-Transit Time (PTT) is derived from the comparison of the two signals. The PTT represents the time it takes for blood to propagate from the patient’s heart to their peripheral blood vessels. It is an essential quantity in determining the Pulse-Intensity Ratio (PIR) of the patient’s blood as it travels through the blood vessel, a parameter unique to each patient. In tandem, the PIR and PTT can be used to estimate changes in the patient’s instantaneous systolic and diastolic blood pressure, and allows for non-invasive measurements to be taken.

To accomplish this, a printed circuit board (PCB) was designed to simultaneously conduct both ECG and PPG measurements. The PCB is powered from a 3.7 Volt Lithium-Polymer battery, and delivers power to three analog front-end sensors, a standalone microcontroller, and an OLED screen. Each sensor records a different form of data; one records both ECG and PPG simultaneously, and the other two individually record ECG and PPG, respectively. The data is then stored on an external microcontroller, where it is transferred to MatLab to have signal processing algorithms run on the data to determine the final result. Once the result is calculated, it is sent back to the microcontroller and published to an OLED screen on the outside of the device to be viewed by the patient.

Detection and Tracking Radar System (DeTRS)

Team Members: Greg Tolj, Jon White, Andrew Moy, Bert Nunneley, Samuel Chowdhury, and Anthony Silvino

Advisor:  Professor Jose Martinez
Abstract

Our goal is to create an unmanned omnidirectional object tracking system consisting of a ground station and a drone deployment unit to function as a surveillance and tracking tool. Some applications of this device include: person assistance, wherein a person entering a hazardous area would be met by a drone holding aid equipment; security, wherein a person entering the area is met by the drone with deterrent equipment.

Two major divisions of labor for this project are the software and hardware development for the ground station. Software development is required for autonomously controlling rotation and orientation of the ground station, extrapolating object detection data from the radar for analysis, establishing communication between the base station and the drone, and deployment of the drone. Hardware development is required for designing, prototyping, and testing the mobile ground station’s ability to rotate the radar, to power the system, and to enable wireless communication with the drone.

The software for this system consists of a motor controller to spin the detection platform at a set rate, a server located on the detection platform to process raw radar output, and a client streaming detection data from the server as well as monitoring the motor encoder signal to create accurate telemetry commands for the drone unit. Since the drone is controlled using the ROS framework (Robot Operating System) this latter step also includes logic to interface with the ad-hoc drone/base station ROS network. ROS is an open-source meta-operating system for robotics and has services including hardware abstraction, low-level device control, message passing, and package management which help to integrate into the current SICALab system.

The hardware development division involved designing, prototyping, and testing the base station. Encapsulated within this task was designing and prototyping the physical housing of the entire system, designing the rotational system for the radar, and integrating essential components: a power supply, a mini PC, a motor, and a radar.  Components were selected to include a motor capable of safely rotating the turntable, central axle, and all components mounted to the rotor area at a rate of 1 to 4 revolutions per second, a slip ring with enough circuits to run power to the radar and mini-pc, and a motor mounted optical encoder. The radar and mini PC will be provided by Professor Martinez-Lorenzo’s SICALab.

Wilbur

A modular, closed loop sensor protection solution

Team Members: Michael Eiden, Rigel Madraswalla, Christopher Notarianni, Eric Siletzky, and Nicholas Robinson

Advisor: Professor Bahram Shafai

Abstract

The Wilbur team has designed and built a remote controlled robot platform with a retractable arm which can easily have additional functionality added to it. Such a system can be used in harsh conditions where it may be difficult to deploy personnel such as space exploration or desert climates. The initial use case for the retractable arm was in bomb detection systems as the arm is currently calibrated to maintain a constant distance from the ground as the robot travels. The arm could easily be adjusted to perform other duties such as soil sampling, and the system has been designed to allow for easy feature expansion.

Wilbur is controlled using a remote control connected to a base computer communicating to the platform via Ethernet. The user then has full control of the movement of the machine and the retractable arm will adjust itself to the terrain that Wilbur traverses. The system was designed using the Robot Operating System (ROS), this allows the robot to be broken down into components easily. ROS offers a centralized platform that allows for swift sensor data transmission between a multi-machine system. This allows for easy modification of the system and opens it up to new functionalities to be added in the future. Currently the system has the robotic arm which is a linear actuator with time of flight sensors attached to read distance from an object. There are two time of flight sensors placed at 90 degree angles from each other, and they are both fed to a multiplexer which alternates between the two sensors. The readings are then transferred to our onboard computer, an Nvidia Jetson, which hosts the Roscore. After processing the data, a signal is sent to adjust the linear actuator to maintain a safe operating distance. Wilbur’s movement is allowed by way of a motor driver board, whose output is continually monitored and adjusted by encoders placed on the motor shaft. Wilbur also includes a LiDAR mounted on the front of the platform allowing a visual map of the rover’s surrounding environment to be generated.

For testing and validation of Wilbur, a single prototype of the platform was built from the ground up. Testing was conducted on a number of terrains and varying incline levels. The goal was to test the ability of the arm to adjust correctly under a number of conditions while the rover was in motion. It was found that the rover design was robust enough to withstand the simulated conditions. After basic calibration of the sensors, we found that our original ToF sensor resolution was ill-equipped for the proximity to the ground for which it was intended. Otherwise, the forward facing ToF provided adequate data to control our actuator, allowing us to clear obstacles neatly and accurately. 
Pedestrian Localized Advanced Notification System
Team Members: Kenneth Afriyie, Kyung Hwan Lee, Nick Pelepchan, Andrew Petrik, Kieran Talty, Shivam Sharma 


Advisor: Professor Charles DiMarzio

Abstract

The intent of the Pedestrian Localized Advanced Notification (PLAN) system was to provide route optimization for indoor foot traffic, lessening the negative impacts of high-density pedestrian traffic by distributing it equally between similar destinations.  This system would have a large number of applications ranging from mass-transit loading queues to high volume venues, such as stadiums or concert halls.  With further development the system could also be capable of providing real-time routing during emergency situations, allowing pedestrians to safely egress a structure impacted by fire or other threats.

The system consists of multiple sensing and notification tiles, which are attached to embedded sockets in the floor of the structure at predetermined intervals.  When properly installed, the top surface of the tile will be flush with the floor.  Each tile consists of a 7x7 RGB LED display that was designed to convey simple and universal symbols, indicating the optimal directional of travel.  A configurable sensor suite, with limited on-board data processing, is also available on each tile.  Accelerometers measure the transverse and longitudinal acoustic waves propagating through the floor to enable individual foot-fall detection and density estimation.  Microphones can be employed to differentiate between events that generate similar acoustic patterns, such as the difference between a high-heel and a rubber ball bouncing.  Additionally, thermal and moisture sensors can also be added to enable enhanced capability during emergency situations.  After minimal processing is done locally, the tiles communicate real-time sensing data to a central processing system which monitors the distributed tile network and dictates its response.

Initial development and testing centered around the correct detection of foot-fall using an integrated circuit accelerometer attached to a 2 foot square concrete floor approximate.  The results from testing were promising but scaling up the design to a 4 foot by 8 foot section, for testing multiple sensors, would present a challenge.  Instead a wood floor was built and tested with three sensor/tile locations.  Accelerometers were used for amplitude and frequency measurements and, when combined in a pseudo-triangulation method, gave direction and magnitude information for individual foot-fall events.  It is likely that with more time and better equipment this detection method can be improved to allow for detection and tracking of simultaneous foot traffic, while filter out unwanted noise signals.
Low-Light Environmental Neural Surveillance (LENS)

Team Members: 

Henry Gridley, Kevin Hines, Noah Lichtenstein, John Nguyen, Michael Potter, and Jacob Walsh

Advisor: Professor Bahram Shafai

Abstract

The LENS team has designed and implemented a system for criminal activity detection in low light environments. Unlike CCTV, which is a reactive system, the LENS system can be used by law enforcement to get real time crime alerts. The system uses a low light camera and a NVIDIA Jetson TX2 embedded GPU running a Flownet2-CSS neural network, a spatial Resnet-101 and temporal Resnet-101 neural network (NN), and a Support Vector Machine (SVM) to identify shootings, assaults, and thefts as they occur. Law enforcement officials then receive a notification alerting them of the crime and have the opportunity to download a video of the crime should they deem the notification credible. Citizens may download a public facing app which enables law enforcement to push alerts for credible crimes based on user proximity to a crime.

To use LENS, law enforcement installs a camera and GPU on a dedicated pole or light post in the area that is to be surveyed such as a dark park or alley. The system uses a stacked inference model architecture to do real time activity detection and determine if a crime is occurring. The spatial NN inputs a single RGB image and outputs a logit prediction over the actions. The temporal NN inputs 10 stacked optical flow frames (optical flow frames analyze the horizontal and vertical motion between frames) and outputs a logit prediction over the actions. Both outputs of the NN models are concatenated to create a new input to the SVM, and outputs a final probability over actions. If the action is criminal, a notification is sent from the GPU to the cloud and then to the monitoring app for law enforcement to evaluate. The video can then be sent from the module to the cloud and from the cloud to the law enforcement’s application if requested.

The system was trained and tested with the LENS dataset created by the team on a Google Cloud virtual machine with a NVIDIA Tesla P100. The team acted out three types of crimes wearing various costumes and ran the data through the stacked model architecture. The confusion matrices showed that the various types of crimes were predicted with high precision and high recall. The F1 scores, which are the harmonic mean between precision and recall, were typically in the range of 80%-95%. Using the Cloud GPU, the system achieved a runtime of 20 FPS for

Flownet2, 50 FPS for spatial Resnet, and 45 FPS for temporal Resnet. However, when transferred to the embedded GPU, performance degraded to 2 FPS, 10 FPS, and 10 FPS respectively due to the reduced processing power. We believe that faster hardware or a less precise inference pipeline would increase real time performance.

Coordination and Localization Platform for Ground Connected Robot Swarm

Team Members: Andres Guevara, Richmond Liew, Mira Maalouf, Morgan Kohler, Benjamin

Logan, Changran Liu

Advisor: Professor Jose Martinez

Abstract

Robot exploration refers to the autonomous maximization of knowledge in an area by a robot.

The practical applications of robot exploration typically exist in the sphere of search and rescue missions where the environment would put human beings in jeopardy. Over the years, a lot of

research has been put into the development of more sophisticated robotic exploration platforms.

However, there exists a dichotomy between research and practice - much of the research is done via simulations and often lacks concrete implementation. In order to fill this gap and improve on existing research, our capstone team has designed and integrated a system of mesh connected ground robots, allowing multi-agent exploration and swarm capabilities.

By the nature of simulations, communication between exploration agents is a given. In practice, the communication has to be separately implemented. Due to the emergent nature of the application, we’ve made design choice of an ad-hoc distributed network. This would allow for exploration agents to be truly independent of each other in the case of failure. B.A.T.M.A.N is the routing protocol of choice due to its scalability and extensibility. For the hardware, the Turtlebot provides an already integrated package of necessary hardware components for exploration capabilities. In order to best integrate the multitude of existing research, Robot Operating System is the main framework of choice. This allows us to leverage existing SLAM and Navigation packages and integrate them into a cohesive system.

In the context of cooperative mapping, individual Turtlebots will create and publish a local occupancy grid and subscribe to a merged map over the distributed network. Via an external PC, a user can track the expansion of the map in real time and publish goals for the robot. This would initiate autonomous movement of the robot done with an existing Rapidly-Exploring Random Tree algorithm. The results show that the turtlebots can now be deployed to an unknown space and perfectly map their surroundings, but need fine tuning to have more intelligent path following in their local worlds. It is believed that through the improvement of certain hardware the performance of the Turtlebots can be improved.

Visual Light Communication (VLC)

Team Members: Matt Martinico, Sean Foley, Ben Hadra, Joseph Mulhern, Bhumika Sood, and  

Jensen Rosemond

Advisor: Professor Charles Dimarzio

Abstract

The Visual Light Communication (VLC) team has designed and built a system for light communication between cars.  Our solution can easily be incorporated into both the headlights and taillights of any car that uses LEDs. This type of line of sight communication between vehicles can be used to provide drivers and vehicle computer systems with information that can increase their spatial awareness and therefore increase driver safety.  It also can change the way autonomous vehicles operate. With this type of communication autonomous vehicles of different brands and manufacturers would be able to “talk” instead of relying solely on individual sensors to get from point A to point B. 

In order to operate, Visual Light Communication (VLC) requires 3 main components. First is specific C code for both sending and receiving messages. On the transmit side, this code will enable cars to Manchester encode messages from their on-board diagnostic (OBD) computer and then create packets to be sent through the headlights. On the receive side this code deconstructs packets to obtain the sent information and then displays this information to the driver through the on-board infotainment system or feeds directly into the vehicles safety systems. The second component is the transmit circuit. This circuit needs to consist of a controller connected to the LEDs of the headlights. This circuit will be responsible for modulation of the LEDs to match the Manchester encoded message. Finally, the receive circuit will consist of a photodiode that is able to receive the packets based on the light modulations. Manchester encoding played a pivotal role in our messaging capabilities. This type of encoding allowed us to send messages at always 50 % duty cycle. This concept is what enabled us to always have the headlight always modulating and send messages without the human eye being able to notice the changes. 

For testing and validation, we built a full send and receive system with a model headlight. We made sure to make the circuits as compact as possible. This allowed for easy transport indoors and outdoors and allowed us to bring the system into vehicles for real world testing. Specifically, we visited Draper Laboratories to test on their Lincoln car. Using this vehicle gave us a concrete way to ensure we were receiving correct data from the on-board diagnostic (OBD) computer. Another important aspect of testing was weather conditions. We wanted to ensure that regardless of whether it was rainy cloudy or sunny, we would still be able to send messages. 
Butterfly Robot
Team Members: Erin Burba, Jun Jie Chen, Derek Chou, Erick Dang, Hao Jiang, Breonna Liew 


Advisor: Professor Bahram Shafai
Abstract

The Butterfly Robot team has designed and built a biomimetic robot, specifically mimicking a butterfly, which can be deployed as an alternative to traditional drones in environments where a drone may be considered unsafe. Unlike a traditional drone, the Butterfly Robot is lightweight and has low power consumption. Rather than using giant fan-blades, the Butterfly Robot features a mechanism that turns the rotation from a brushless DC motor to produce a motion similar to a butterfly. A robot as such can be used indoors and aid people in mundane, everyday tasks. Our design of the Butterfly Robot uses the robot to monitor air quality, humidity, and temperature to aid in indoor environment monitoring. A moving robot is beneficial in this application as it is not taking measurements from one location, but rather moving around to get measurements from multiple locations. 

To use the Butterfly Robot, a computer communicates with the robot via Bluetooth. The computer sends commands to the Butterfly Robot and the on-board microcontroller interprets these commands and acts accordingly. Connected to the microcontroller are the BME680 sensor and a speed controller for the motor. The speed controller is connected to the brushless DC motor which allows the robot to take flight. This speed controller requires a PWM signal which is provided by the microcontroller. A command is sent to the microcontroller to determine the speed in which the motor spins in order to control the flight of the robot. The BME680 sensor is continually measuring the air quality, temperature, and humidity of its surroundings. This measurement data is sent to the microcontroller which transmits this data, via Bluetooth to the computer. A GUI on the computer provides a graphical display of all data coming from the sensor. 

The robot itself is compromised of a central mechanism with two wings, both made of flexible PCBs, attached to the center. A mechanism in the center of the robot turns the rotation of the brushless DC motor into a flapping motion which actuates both wings at the same time. A 3.7V LiPo battery is connected to a 3.3V regulator to provide power to all the circuit components on the wings. The brushless DC motors are powered through the 3.7V batteries directly. 

To test the robot, we first populated the PCBs with only the required components for the microcontroller and ensured that we were able to program the microcontrollers and the GPIO pins were responding as expected. Once this step was complete, the remainder of the components were added to the entire robot was assembled. Testing of the sensors required using various methods to changing the environment, such as a hair dryer and humidify to ensure the sensor was properly detecting the changes in environment. These changes were displayed on the GUI where we could validate the accuracy of the data. 

Flexibly Adjustable Liquid Lens (F.A.L.L)

Team Members: Arbina Camaj, Changzong Liu, CJ Valdez, Daniel Castle, Lynn Tsao, and 

Joe Song

Advisor: Professor Charles DiMarzio 

Abstract
An electrically-focused tunable liquid lens was developed for use in variable eyeglass applications. According to the Vision Council of America, over 75% of adults wear some form of corrective lens, and most of that need develops by the age of 45 due to several factors including myopia, presbyopia, hyperopia, and astigmatism. This fact underscores the need for variable lens technology that will be able to adjust for changing vision and vision degradation as aging continues. Thus, one solution may be what the researchers created: a membrane-lined liquid lens with an adjustable focus achieved through electromechanical actuation of a piston and controlled through a computer application.

This technology has been developed to compensate for refractive errors by providing variable focusing, allowing users to adjust the lens for desired distance or prescription. The design of the lens itself takes into account what users typically want in eyeglasses: low weight and low impact to daily activities. As such, the base of the lens consists of an acrylic lens frame bridged by two encapsulated polymer elastomer membranes to form the necessary sealed chamber that is filled with glycerol, chosen due to its high refractive index of 1.47. The bottom membrane is then attached to a rigid flat glass piston with an adhered washer around the circumference which supports the lens and gives it the mechanical pressure needed to change the shape of the lens. Specifically, a physical glass piston puts pressure on the elastomer membrane to which it is adhered through the push/pull control of three separate linear microactuator servos that are equally spaced around the piston. Due to that normal force that is applied to the piston on the bottom of the lens, the shape of the top membrane is changed by bulging inward or outward depending on the direction of the force. This shape is what determines the focal length of the lens, and thus the diopter of correction, accomplished by the displacement and deflection of the lens membrane. This structure is then housed within a polyester tube chamber.

The testing and validation for the lens consisted shining a light through the lens itself at a distance where the light would be projected outwards and focused into a small circle upon a surface normal to the light. The changes in the focus of the lens can be quantitatively observed by measuring the distance between the lens and the light source and back-calculating the diopter correction.

Our design, currently in its first revision, required the use of actuators that were relatively large and bulky compared to the lens, and thus if placed in front of a person’s face, might appear disproportionate to the face itself, though fully functional. Instead, our design as a first iteration would be better suited to larger optical equipment, such as a telescope or a microscope, where size is less of a factor. In future revisions, the design and implementation would be adjusted to allow for smaller actuators powered by smaller microcontrollers, potentially even using piezoelectric actuators that have a much smaller profile, which would allow the lens to be worn on an individual’s face in a comfortable and stylish manner.
Wireless Audio Control Interface (WACI)

Team Members: Jess Bardio, Louisa Beckwith, Joshua Berlin, Phil Del Signore, Matan Silver,


     Andrew Whitaker

Advisor: Professor Bahram Shafai

Abstract

Musicians are increasingly utilizing digital effects to create unique sounds during live performances. In a band with many performers, a dedicated technician will typically operate the audio system; a portable, customizable system allowing all musicians to fine-tune their effects in real time does not currently exist on the market. To bridge this gap and introduce a lower-budget solution, the Wireless Audio Control Interface (WACI) system implements a new method for controlling and mixing audio using conventional performance software. The WACI system consists of a central Hub that can connect to many wireless Modules to suit users’ needs. The system doubles as a 6-input, 8-output audio interface with MIDI support. In this system, each musician can have a Module to control their own effect models, while the Hub provides a central processing link for all instruments.

The Hub is a circuit board developed by this capstone group that contains all electronic subsystems necessary for live audio processing. Four XLR/TRS combo jacks allow instruments or microphones to be plugged directly into the board. The Hub also includes circuitry to power devices such as microphones that require a 48V “phantom power” supply. These analog signals are converted to high-resolution digital representations at up to 194kSPS/24bit and sent to a computer over USB for effects processing. The commands to apply and alter these effects are sent to the Hub, and then to the computer over USB-MIDI, from wireless Modules via an 802.11 WiFi connection. Finally, processed digital audio streams are sent from the computer to the Hub over USB, where the Hub converts them back to analog signals and outputs them to speakers or an amplifier. The USB connection is managed by the main microprocessor, whose firmware implements USB Audio Class 2 over a Type C connector for native operation in Windows 10 or MacOS. The Hub is powered by a standard 12V DC wall adapter.

The Modules are wireless control panels resembling guitar pedals or control panels that musicians can use to remotely adjust audio parameters on the computer. Each Module is battery-powered and has reassignable physical controls. Module hardware configurations include pushbuttons, sliders, knobs, and foot pedals, allowing for various modes of adjustment that feel natural to a musician. Each Module has a display to show status information. The Module circuit boards were developed during the capstone term.

Finally, the WACI system is managed by a custom cross-platform desktop application with the ability to connect Modules and manage settings, such as Module names and MIDI commands. The desktop application also displays critical Module status information, including battery charge level and wireless signal strength. Based on configurations made in the desktop application, the Modules can wirelessly update effects running in any audio processing software.

ChairGeek (Infrared Based Human Presence Detection System)

Team Members: Jessie Sigler, Juan Rodero-Sales, Saif Billah, Jacqueline Banning, Ronit Sharma, Christopher Conard

Advisor: Professor Charles DiMarzio

Abstract

In order to help Northeastern students find a seat in the crowded Snell Library, the ChairGeek team designed a proof-of-concept for a system that senses the fullness of seats in the library and displays this availability to students.  To further define this problem, ChairGeek decided to work with standard library table sizes and standard ceiling height, evaluating an unknown number of students at each table. To this end, they designed a ceiling-mounted device using an infrared sensor grid and a Raspberry Pi to process and communicate data as well as a website to display data.

For the ChairGeek system the most important part was being able to detect the number of people and their relative location in a 4x4 grid. The sensor used, called the GridEye, is made up of an 8x8 infrared sensor array. With the sensor, the team was able to get temperature readings in degrees Celsius, with the expectation that humans have a greater temperature in comparison to the background. Strategically placing the sensor above the table and facing it, utilizing a ceiling-mounted unit, the team was able to read the temperature emitted by the scalp. The sensor was sampled at a rate of 1 Hz. Using this sampling rate provided the average of readings over the past 10 frames, setting the maximum sampling rate of the sensor at 10 Hz. The frame was transformed to a ratio of the temperatures present, which can be interpreted as the luminance of an image. The higher the temperature, the greater the luminance. Using this measure, a grayscale image of the heatmap was created. At this point, the sensor information needed to be transformed into a valid image format in order to utilize OpenCV, a computer vision library, to detect people. From the sensor’s standpoint, a human looks like a blob, and thus a blob detector from the computer vision library was leveraged, which reports back the number of blobs and their position. The number of key points was translated to the number of people, and the location was used to estimate seat occupancy.

After the detection of the number of people using this method (all processed locally on the sensing unit’s Raspberry Pi 4) data was communicated via Ethernet or Wifi (the system can utilize either, and the ceiling mount makes access to power and Ethernet easy in the context of a library) via Amazon Web Service IoT to Amazon Relational Database Service (RDS). The website, which constantly streams information from RDS using API Gateway and AWS Lambda,  shows users a diagram of tables and the overall fullness of the library. A key distinction of the website is its ability to provide real time data monitoring and provide students with the ability to breakdown tables by individual seating availability.  

Open-Architecture Modular Quadcopter (OMQuad)

Team Members: Aaron Campbell, Hanye Chen, Rebekah Davis, Anthony Gavazzi, Samuel Starkman

Advisor: Professor Jose Martinez
Abstract
The OMQuad team has designed a pair of open-architecture quadcopters, referred to as drones, that are capable of physically linking together, and have taken several steps toward enabling them to fly as a singular unit. The purpose of this physical connection is to handle larger payloads than a singular drone could. This technology is designed for search and rescue applications, but can also be applied to any problem requiring the movement of large payloads, such as agriculture and transportation. The group elected to use an open-architecture design because the leading drone manufacturer, DJI, has hidden proprietary software that is difficult to customize and is untrusted for US government and military purposes.

Each drone is built on the frame from a DJI M100, which is designed for drone developers. The DJI guidance system was replaced with a power management board and a Pixhawk 4 flight controller running the PX4 autopilot software. An Intel Mini PC was connected to the Pixhawk as a companion computer, allowing programmatic flight. Before automating the drone flight, a Taranis radio controller was used for manual flight testing. Different flight modes were implemented which held altitude and position. To enable the drone to understand its surroundings, Intel RealSense cameras, a Lidar sensor, and a GPS module were integrated. Software running on the companion computer allows drones to identify one another mid-flight.

To enable modularity, a 3D-printed frame attaches to the drone’s propeller guards. The frame comprises four rectangular rods, each with an arm protruding off of its side.  A strong neodymium magnet sits on the end of the arm, and serves as the attachment mechanism between drones. The strength of the magnets mitigates error when the drones connect by eliminating the need for the drones to be completely steady. Connected drones form a square grid in multiples of 2 to maintain the unit’s balance. The drones are also equipped with network capabilities, and an external router allows them to communicate with one another and to a ground computer to coordinate the connection process.

Though both drones were able to fly autonomously and communicate with one another, their instability while flying autonomously proved too intractable to support autonomous midair connection.  Due to the limited quality of the WiFi antenna on the Mini PC, communication between it and the laptop would occasionally be dropped. Further, communication with the Pixhawk would sometimes fail, preventing flight altogether. It is the belief of the OMQuad team that improved sensor quality and software failsafes can overcome these issues.

Personal Autonomous Non-Invasive Device for Assisting Kids 

(PANDA Kids)

Team Members: Mohib Azam, Spenser Cheung, Daravichea Lim, Spencer Pozder, Trung Tran and Alyxandra Spikerman, 

Advisor: Professor Bahram Shafai

Abstract

The PANDA Kids team has designed and built an AI-driven device that aims to assist adults with child monitoring and care in various environments, including hospitals, homes, and classrooms. The device uses two inputs to determine the proper response to the user: facial recognition and speech to text processing. The team’s facial recognition model detects positive, negative, neutral, and uncertain emotions. In regard to speech to text and text to speech processing, the device determines both states of emergency (i.e. with an input of ‘Help’) and responses to questions posed by the device. Both inputs determine whether the device outputs to the screen or sends a message to the caregiver. 

The device itself is a 19.3cm x 38.7cm panda-shaped enclosure that houses an Nvidia TX2 for computer processing, an Arduino to control on-device LEDs, a camera, a microphone, and a screen for display with built-in speakers. To make the device more marketable to children, it is covered in black and white fur to mimic the look of a panda stuffed animal.

The code powering the device is built off of Python and HTML. Redis channels are used to communicate between threaded modules. Using one Redis channel and taking input from the camera, the facial recognition model is built with TensorFlow in Python and trained with a large dataset of emotions. After trying various configurations, the facial recognition model gained an accuracy of 55%. Using two Redis channels and Python packages, the speech to text and text to speech modules were built and allow for effective communication between the device and the user. 

The device has an interactive UI that takes input from both the microphone and camera. Upon input from the microphone, the speech gets processed into text and is sent through the logic module to determine the proper output. If the output is speech back to the user, the text gets processed into speech and outputted. If the output is an emergency message to the caregiver, a message is sent through Twilio to a preset phone number. Otherwise, the output is a video that the UI plays. The camera can also determine the output from the device, including emergency responses and speech interaction with the user. Input from the camera is sent through the facial recognition model and an emotion is determined. This can be outputted as text to the UI. 

Low-Weight Automated Mechanical Manipulator
Team Members: Shixin Xu, Bochao Shan, Jonathan Jew, Tayla Grimes, Naomi Shaw, Zonghao Liu
Advisor: Professor Jose Martinez
Abstract
This team has designed and built a low-weight mechanical manipulator with object detection. The manipulator can act as an attachment for various robotic platforms, and can be used for various applications from allowing a Roomba or similar cleaning robot to pick up objects from the floor, to allow a drone to perch while idle. The low weight of the manipulator is a key feature in this regard. Currently, most robotic arms on the market are either too expensive or heavy to be used. And the number of manipulators with camera for object detection and automation are also limited. The manipulator system designed by this team can be a potential solution for object manipulation on portable platforms like drone, robot car or desktop. 
The two main components of the manipulator are a Tinkerbot Braccio robotic arm fitted with a mechanical hand, and an Intel Realsense camera with object detection and depth sensing capability. The camera is mounted on the base link of the manipulator. It can rotate 180 degrees to look for an object and then to keep following it. The depth camera returns a point cloud that is analyzed to determine the object in its field of view. Once the object is within the workspace of the manipulator, the arm will move to a desired angle and then try to grab it. Since the final goal for this project is to enable the arm to perform perching, the object chosen for detection is a green painted pipe. The color green can help the camera recognize the object easier using the OpenCV library. Once the pipe is detected, the camera will be able to return the coordinates of the object, and then calculate the angle and height to move the manipulator. The Tinkerkit Braccio is controlled by an Arduino that sends PWM signals to the servos of each link. Those Arduino commands are translated from the ROS motion planning algorithms that run on a Jetson TX2. 
For testing and validation, a setup of a pipe which was placed in nine different positions with various height, angle and coordinates within the manipulator’s workspace is built. Testing was conducted inside the capstone lab. The results showed that the intel Realsense camera and the algorithm written in python were able to determine the angle that the arm needed to rotate in order to face the pipe perpendicularly, and the end effector of the robotic arm could move to the pipe’s locations. Even though the accuracy of the calculated angle is satisfactory, there were still a couple times where the camera could not find the object because of lighting around the lab environment. Another problem was to replace the original gripper with a human hand-like manipulator. This team won't be able to order the customized servo shield for the arduino board due to the time constraint, and they don't have the chance to integrate the hand with the arm. 

McKhan Arm
Team Members: Camille Cash, Ken Leombruno, Anthony Montuoro, Hector Ramirez, Michelle Stack, and Nicolas Tedori

Advisor: Professor Bahram Shafai

Abstract
The McKhan Arm project is a project focused around the creation of a cost-effective and easily usable myoelectric prosthesis. Compared to other systems, the McKhan Arm aims to relieve multiple grievances expressed by other current low end of the market solutions, such as limited mobility, stiff movement, deficient control and weak grasps. The McKhan Arm can be set-up with minimal effort, allowing a user to define up to 5 distinct grips that control a robotic hand, with the assistance of computer-vision to identify optimal grips based on object type. 

The user attaches the EMG sensors to their upper forearm as the main form of control. Using the defined classification program, up-to five grips can be defined to control the robotic hand. Generating EMG data using distinct grips, a nearest-neighbor classifier uses post-processed data from a Myoband to train the classifier. When determining grip types, the classification program will select the most probable option and output a result to the hand’s microcontroller that determines the grip type to set. If the classifier is unsure about the grip type, then the hand’s camera is used to determine the kind of object and which grip would be most appropriate for that object, increasing certainty in the grip that should be chosen. This information is then used to determine the output that is passed to the microcontroller in the hand to actuate the various actuators of the hand.

Compared to other actuation models and designs of prosthetic hands, the model of the McKhan Arm is unique due to its goal of creating a more natural and human like grasp of objects. Most hands in the market utilize an underactuated architecture in which single remote actuators actuate a single finger. The rest of the motion is undertaken by linkage mechanisms. The McKhan arm, on the other hand, creates a more robust actuation system by having each joint (two per finger) respectively actuated. 
To test the system, the subsystems of the McKhan Arm were tested as they were designed. To test the EMG controller, the classifier was trained and the determined outputs observed. A similar process was done to train the classification for the computer-vision system. These steps were essential as they verified the process as progress was made.

Automatic Melodic Transcription for Interactive Piano Tutorials

Team Members: Trenton Couture, Mason Lin, Zaid Al-Bilbeisi, Di Hu, Jack Hirsh, Dan Silver

Advisor: Professor Charles DiMarzio

Abstract

In this present age of technological guidance, many people with little prior musical knowledge or experience may seek to learn an instrument like the piano in an interactive fashion such as a game, and do so within the framework of learning how to play their own favorite songs. To facilitate this, the team devised an auxiliary interactive piano learning tool compatible with 61 key keyboards, which synthesizes software for the melodic transcription with hardware in the form of LED strips within a 3D-printed container. Complete with a touch screen with a Raspberry Pi mounted on its back, this assembly allows for the selection and playing of songs, which can be uploaded and transcribed from a MIDI file format. The LEDs within the bar shine a focused light on the keys corresponding to the next notes that must be played, simulating a game in which playing the lit keys within a certain window adds points to your overall accuracy.

In order to have this entire project working with many different tasks occurring simultaneously, the team had to utilize the Raspberry Pi’s multithreading technology. Otherwise, it would be impossible to have an always-on user interface, an active listening thread to listen for which keys are pressed, and a thread for LED control in real time. Many low level libraries were required for tasks such as selecting music channels from MIDI files, and turning on the lights.  These libraries, namely Mido, rtmidi and Neopixel, were written in C and wrapped easily in Python for us to integrate with the rest of our codebase.  In order to store notes and onset times, we used a queue-based data structure that stored a queue of lists of notes, where each interior list represented the notes pressed at a particular instance, which we defined as within a set period of time. We further extended our data structure to support keyboard interaction. When the right key is pressed at the correct time, the LED bar will give a clear indication that you played the right note.  To generate audio, we wrote oscillators that send buffered audio to the ALSA API, which abstracts the audio drivers in the Linux kernel. 

In order to transcribe audio input or files to MIDI format, we applied a machine learning model called Onsets and Frames. This machine learning model uses CNNs and LSTMs to detect both note onsets and polyphonic pitch detection, so it is able to generate an entire MIDI file from just audio. We were able to validate the results of these models by generating the F-score on a varied piano dataset. In order to incorporate the model to our device, we made use of the power of cloud computing and moved most of the computation heavy job to Google Colab. Instead of running conversion locally on the Raspberry Pi, we developed a full tool chain that allow users to get an audio file, convert it into MIDI format and play it on our device.
