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Abstract— Bluetooth is an open specification for short-range
wireless communication and networking, mainly intended tobe
a cable replacement between portable and/or fixed electroaide-
vices. The specification also defines techniques for intengnecting
large number of nodes inscatternets, thus enabling the establish-
ment of amobile ad hoc network (MANET). While several solutions
and commercial products have been introduced for one-hop Ble-
tooth communication, the problem of scatternet formation has not
yet been dealt with. This problem concerns the assignment ahe
roles of master and slave to each node so that the resulting MANET
is connected. In this paper we introduce two novel protocol$or
forming connected scatternets. In both cases, the resultintopol-
ogy is termed abluetree. In our bluetrees the number of roles each
node can assume are limited to two or three (depending on the
protocol), thus imposing low slave management overhead. Ehef-
fectiveness of both protocols in forming MANETSs is demonstated
through extensive simulations.

1 Introduction

“unpark” this while possibly parking another slave.

The standard also allows multiple roles for the same device:
for instance, a node can be a master in one piconet and a slave
in one or more other piconets. This permits the connection of
several piconets: The nodes with multiple roles will act ateg
ways to adjacent piconets. In the Bluetooth terminologyniste
work topology resulting by the connection of piconets isezhh
scatternet Theoretically, Bluetooth does not pose limits on the
number of roles that a node can assume. The only restriction
is that at one time one node can be active only in one piconet.
To operate as a member of another piconet, a node has to be
able to switch to the hopping frequency sequence of the other
piconet. Since each switch costs in terms of switching delay
scheduling, re-synchronization, etc., an efficistatternet for-
mation protocol can be one that minimizes the roles assigned
to the nodes, without losing network connectivity. (For areno
detailed overview on Bluetooth the reader is referred toof3]
directly to the Bluetooth specification [1]).

The problem of organizing ad hoc networks with Bluetooth
devices comes from the Bluetooth specification itself: even
though two nodes may be physically able to receive each other

It has been widely predicted that Bluetooth [1] will be the-mayansmissions, they cannot communicate if they are noten th
jor technology for short range wireless networks and wi®le same piconet at the same time (one assuming a master the other
personal area networks (WPAN). Because of the expected Igy\|ave role). Thus with respect to the generic ad hoc teehnol

cost of Bluetooth chips (down to 5 USD, according to leadinggy \where two nodes can communicate if their distance & les
manufacturers), Bluetooth based networks are expectee t0 3 their transmission radii, in building Bluetooth seatets

the preferred solution to build inexpensive but laaghoc net-

attention has to be paid to choosing masters and slavestso tha

works i.e., multi-hop radio networks whose nodes may all bghe network connectivity is maintained.
mobile. This paper deals with the problem of building ad hoc A scatternet is visualized in Figure 1. Given the network

networks using Bluetooth technology.

topology graph obtained according to the generic ad hoc net-

The original idea behind the Bluetooth concept was that Qfqrk technology, a direction is assigned to those links, iy

cable replacement between portable and/or fixed electomiic

resent an established master slave relation. The arrowns poi

vices. According to the standard, when two Bluetooth devicgom masters to slaves: A node that has an out-degréeol
come into each other's communication range, one of them &g-the master of a piconet consistingloflaves. A node with
sumes theole of masterof the communication and the other 5, in-degree ofn > 1 is a slave inm piconets. The directed
becomes thelave This simple “one hop” network is called a jinks are the only links that will be used in the Bluetoothtsca
piconet and may include more slaves. There is no limit on thgarnet, i.e., non-directed links in the figure will not be ialale
maximum number of slaves connected to one master, althougf} communications namely, some of the network connegtivi

the number ofactive slavesat one time can not exceed 7. Ifjs ost. (Note that the direction on the edges does not define a
a master has more than seven slaves, some slaves have Q€ way communication: it is only used to depict mastevesla

parked To communicate with a parked slave a master has to



that the set up time for the sub-trees has a strong dependence
the network density, and is not significantly influenced bg th
network population. In the second phase, the protocol nserge
the generated sub-trees into one scatternet that spanstifes e
network.

The paper is organized as follows. In Section 2 we describe
the proposed algorithms in details, while Section 3 prestmg
simulation results. Finally, Section 4 concludes the paper

2 Bluetrees—Scatternet Formation

Figure 1: A Scatternet.

In this section we detail the two protocols for the formatain

Bluetooth scatternets from a networks of Bluetooth nodas th

are placed randomly in a given geographic region. We conside

networks with low node mobility (coping with mobility is the
relations among nodes.) subject of on-going and future research).

The problem of Bluetooth scatternet formation has the pri- Both solutions assume that each node, upon terminating its
mary aim to decide about the roles among the Bluetooth dgoot procedure, is aware of the number and identities the.,
vices so that the resulting scatternet enables multihopmuom Bluetooth address) of each of its neighbors. Thus, durirg th
nication between two arbitrary devices. A goalin differscat- oot process, nodes spend enough time inquiring and respond
ternet formation algorithms is to minimize the overhead®i ing to inquiries to discover all their neighbors.
duced by Bluetooth’s piconet and scatternet based masie¥ sl Throughout the rest of the paper, by “geographically con-
approach. This problem has not been investigated in depth gected” network, we intend the networks obtained accortting
far. In general, most of the papers published about Blubtoothe generic ad hoc technology, where two nodes are neigtibors
only consider piconets (see, e.g., [3]), and the problentafs that they are within each other transmission range, ane iser
ternet formation is not addressed at all. Scatternet faomat at least one path between any two nodes in the network. We use

has been briefly illustrated in [6], where the authors caersid this definition to compare our solutions to the solution ated
randomly generated topologies of Bluetooth nodes and iRvesyith such a generic technology.

gate the trade-off between routing efficiency and link nurabe
They do not consider piconet switching times, while the rans
dom selection does not have a constraint on the number &f ro

assumed by nodes. Theorem 1 (Bluetooth Trees)Every network that is geo-
In this paper we introduce two protocols for scatternet forgraphically connected admits at least one corresponding co
mation considering role and link limitations. Both solutsoare nected Bluetooth scatternet, where the number of rolegasdi

tailored to Bluetooth functionality and are distributee, ithey to nodes are limited to at most two per node (i.e., each node is
are executed at each node based only on the knowledge of thg of{ M, S, (MS)}).

node’s immediate neighbors.
The first algorithm is based on a designated node, the “blue-The proof of this theorem comes from the algorithm de-
root,” that initiates the construction of a “bluetree,”.j.the re- scribed below:
sulting scatternet topology will be a tree that spans the&eent  The first protocol is initiated by a given, single node, adlle
network. In this solution, the number of roles assigned te orthe theblueroot which will be the root of thébluetree The
node is limited to two, i.e, a node can be only a master, a slaverotocol is described in the following way.
or the slave in two different piconets or a master in a picanet Let us select an arbitrary node(i.e., the blueroot). Using
a slave in an adjacent piconet. This protocol is also extegtae the network topology graph, we build a rooted spanning tree
cope with a limitation on the number of slaves controlled byvith root¢. The root will be assigned the role of mastar ).
one master to reduce parking related overhead. Simulagion Every one-hop neighbor afwill be a slave §) in the piconet
sults of networks with up to 2000 nodes show the relationef thof ¢. This is depicted by drawing a directed link frafo its
obtainedbluerouteswith respect to the optimal (shortest path“children.” The children ot will now be assigned an additional
based) case evaluated on the network topology graph. role M and all their neighbors that are not assigned any roles
The second algorithm speeds up the scatternet formatien pset will become slaves$' of these newly selected masters. This
cess by selecting more than one root for tree formation,lzen t procedure is repeated recursively till the “leaves” of theet
merging the trees generated by each root. The protocol & orgre reached (these nodes will only be slaves). We stipliate t
nized in two phases. In the first phase, a subset of the notles wwhen a node which has not been assigned a role yet and is the
be selected amit nodesthat initiate the construction of sub- neighbor of more than one master, it affiliates with the nraste
trees, similarly to the first algorithm. We show via simutati whose page reached it first. In this scenario, each node d¢gn on

.1 Blueroot Grown Bluetrees



have oneV! role, two.S nodes can not be directly connected taable with information related to its own children and pdgs i

each other, and all and M S nodes have only one master thatits master, and so on till the blueroot is reached. Whenmguti

controls them. packets, nodes examine their routing tables. If the ddgtima
Scatternets formed by following the proposed algorithm cais in their table, then the packet is routed towards the eorre

be depicted as directed trees rooted from the given bluefoot sponding slave, otherwise the packet is forwarded to upward

bluetree corresponding the the topology graph of Figure 1 ts this node’s master. Since the blueroot has informatia@utb

depicted in Figure 2 (the squared node is the blueroot). all the nodes in the network the packet will eventually reigsh

intended destination.

2.2 Limiting the Number of Slaves

By building the bluetree as described above, it can haprath
master is assigned too many slaves. Since the a master gan onl
control 7 active slaves, this can introduce excessive overhead
and delays. In this section, by using a simple geometricrebse
vation we reconfigure the obtained bluetree so that it sadisfi
Figure 2: A Rooted Bluetree any limit in the number of slaves greater thian

Observation: In an open, interference- and obstacle-free envi-
In the following we describe the formation rule stated aboveonment, if a nodex has more than five neighbors, then there
according to the Bluetooth specification. are at least two nodes among these neighbors that are neighbo
themselves.

2.1.1 Bluetree Formation The geometric basis of our observation is the following. If a

It is assumed that each node knows: 1) whether or not it is tfi@den has more than five neighbors, let us arbitrarily select six
blueroot, 2) what are the identifiers of its one hop neighborg@mong them. The “worst case” placement of the nodes is when
and 3) whether they are part of a piconet already. they form a perfect hexagon on the edge of the transmission
If a node is the blueroot, it starts paging its neighbors gne badiusr of noden. In perfect hexagons adjacent corners are of
one. This implies that the blueroot will be a master. If a nodée same distaneeas corners from the middle point. Since the
is paged and it is not part of any piconet yet, it accepts tiye patransmission radius of all nodesristhe nodes in the hexagon
thus becoming the slave of the paging node. Otherwise, it winext to each other are neighbors.
either not respond to the page or it may respond and immedi- This observation can be used to reconfigure the bluetree so
ately after having informed the paging node that it is “aliya that each master has no more than> 5 slaves. The follow-
taken” it disrupts the communication. This procedure isirec ing algorithm is executed at each node until all nodes et
sively repeated till all nodes are assigned to a piconete @nc Slave constraint. If a mastets has more thai slaves, then it

node has been assigned the role of slave in a piconet, #timiti can be sure that at least two of this slaves could have a possi-
paging all its neighbors one by one, and so on. ble link between them. The master can poll the slaves to find

out the identifiers of their neighbors, and to find out how many
slaves they handle themselves. Using this information the-m
ter can select two of its slavesg, andss so that they can be
Most of the distributed algorithms for finding a spanningetre connected. The selection can also considesis the node that
in a network, whether wired or wireless [2] work by creatinghas the fewest number of slaves from the applying set. Bhen
tree segments over the vertices and expanding these segmean be instructed to establish connection wiftbeing its mas-
(possibly by interconnecting them) until the whole set of-ve ter (m can provide the clock offset to speed up paging), while
tices is spanned by one tree. Since most vertices do not haueis instructed to discontinue the connectiomicand wait for
the knowledge on which edge leads to a common root vertethe page of;. After each such branch reorganization step the
they cannot establish the correct master-slave setup @pese resulting topology retains the bluetree properties ancha#iters
cannot be directed in a top-down way. will have at mostL slaves.

Routing in rooted bluetrees can be performed in the follow- As it is clear form the above description, the proposed pro-
ing way. Once a node realizes that it is a leaf (only slave)roletocol and its variation are very simple, adapt naturally boeB
it informs its master about it. Thus, masters can maintait-ne tooth constraints, incur minor overhead both for local catap
hop routing tables with entries of all the descendants irctite  tion and transmissions, and produce a scatternet thatdy tea
responding subtree. The routing table of a master is thein sdre use as a backbone to disseminate information througheut t
“upstream” on the tree to the master’s master, which enlgmge network.

2.1.2 Properties of Bluetrees



2.3 Distributed Bluetrees

In this section we further distribute the tree formationtpool,
saving on set-up time and avoiding the a priory designatfon o
the blueroot. As for the protocol described above, thisgrot
col achieves network connectivity while maintaining a lied
number of roles per node. In particular, each node has roles
assigned from the s¢tM/, S, (M S), (SS), (M SS)}.

The first step in our algorithm is to seldoit nodesamong
the population in a distributed manner. To select the indte®)
the information on whether or not a node has the highest iden-
tifier in its neighborhood can be used: if a node is surrounded
only by smaller id nodes, it elects itself as an init node. iHite
nodes then initiate the bluetree building procedure diesdri
in the previous sections, with the following modificatioris:

when a piconet connection is established, the slave wilhbe i o5t geographically connected random networks by sipgad
formed about the identifier of the root of the tree; 2) when jqag uniformly over an area limited by coordinafés and
paging neighboring nodes which are already part of a blaetrey, |, hie keeping the “transmission radius” of nodes constant
information on respective roots has to be exchanged. The g ophiain results for different network populatioNs and dif-

formation collected by these two modifications will be useqarant densitied. the parameter,,, Y,, and N are used as
in the second phase of the algorithm. At the end of the firgk -\ tion inputs’. e

phase, the network topology graph will be spanned by di$junc \ye show results on the average distances (or routes) of the

but adjacent trees, with each node having roles from the set; 1| etree algorithm&r) compared to the minimal average
{M,S,(MS)}. distancesQr). The minimal distances were calculated using a

For the second phase a procedure is sought, th.at CONNEGLR, rtest path algorithm on the network topology graph. The
these sub-tree scatternets into one scatternet spaneiegtie Br and Or values are used to calculate average route errors

network topology graph. The same algorithm needs to eNsUlfr iz — By — Or between nodes. Figure 4 displays ARE plots

that no node will violate the number of roles constraint. Weq ) etree scatternets, with no limit on the number of atav

designate one of the scatternets as the root of the final phaggnecting to a master. As it can be predicted, forcing a limi
We can map each sub-tree by a node in a virtual graph and pag; the number of slaves will result in higher ARE values.
sible edges between sub-trees as edges in this graph. We can

run the bluetree algorithm on this virtual graph, to conradict
virtual vertices. In the real graph that would result in a-con
nected network. Also, nodes in this virtual graph could aerly
ceive an additional/, S or M S role, so the final role set could
be calculated by multiplying this set with itself, resutfiin:
{M,S,(MS),(SS),(MSS)} (note, that{ M M) = M). The
information collected in the first phase can be used to demide
the links to be activated between sub-trees. Data exchartge i
sub-trees becomes necessary in order to handle theseessb-tr
as virtual vertices. s With this distributed bluetree pahoe,

Figure 3: Combined Distributed Bluetrees

Average Route Efror

2000

we pay the increased robustness and distribution in terms of Average pegree oo Numberof Nodes
overhead in the second phase. Figure 3 shows a possiblerscatt
net created with the second algorithm. The squared nodes rep Figure 4: Average Route Error (No Limit)

resent highest identifier nodes in their respective neigidomd,

and outlined arrows depict master-slave behavior esteduliby

the second phase. Figure 5 plots ARE values when the number of slaves is lim-
ited to 7 slaves. In our simulations ARE curves were almost
identical for limits5 to 7, thus figures on lower limits are omit-

3 Simulation Results ted. Comparing the curves to the not limited scenario one can
observe a significant change ARE: the ARE can be twice as

Our C++ based simulator operates on graphs representing nauch in a limited case, while the function surface changes di

works. Great effort has been put fort matching our simulataection and increases radically with the average nodalegegr

to the expected behavior of Bluetooth units (e.g., the BHST aLimiting the slaves results in a stronger dependence ondpe p

gorithm is not implemented synchronously but has random dislation.

tributed behaviors). The first step in all our simulationsu@ In the distributed bluetree algorithm it is obvious that the
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) , . . levels abové5%, while keeping the error margin belds.
speed up factor is proportional to the number of init nodes, i

the more init nodes among the population, the more dis&but

the algorithm will be. We show simulation results on how many}  Conclusions

init nodes there are in the networks. Figure 6 gives a surface

view on the shape of such a curve with the population and thehe Bluetooth standard enables the formation of scattgrnet
density on ther andy axes. In Figure 7 actual values can bawith which mobile ad hoc networks (MANETS) may be estab-
read for different network sizes with nodal degree§,&0, 50.  lished. In this paper we presented two protocols to solve the
The curves in Figure 7 are quasi-linearfwith zero offset, problem of scatternet formation. To the best of the authors’
implying that in an average network the duration of the firsknowledge, these are the first two attempts proposed for solv
phase will not be significantly influenced by the total numdfer ing this problem.

nodes, just by the network density. With other words, in aver The first protocol organizes the Bluetooth nodes into a bote
age, the duration of the first phase of the algorithm will be thtree, the bluetree, in which each node participates at mast t
same no matter how big the network is. Another observatigsiconets, reducing piconet switching overhead. Our smiuti
can be made by looking at the influencedfto the curves: it also considers the problem of limiting the number of slabes t
will be always more time efficient to run the algorithm’s firsteach master has to control. Simulation results in this dage s
step on a sparse network. Although the second phase is ¢iat the average route ratio is dominated by the density ahd n
pected to be faster if the network is more dense. In large nedignificantly influenced by the population size. We presgate
works, the formation time will be dominated by the run timesecond protocol with a more distribute behavior. Using $amu

of the second phase of the algorithm. Since in the secon&pha®n we have demonstrated that in a large population of nodes
the bluetree algorithm operates on trees and not nodesilikei the speed of the formation procedure outperforms that of the
first algorithm, the second algorithm is expected to be fdete first one. In the second solution the piconet switching ogacdh
large networks, with a factor proportional to the averade#rse s still well contained, since each node is allowed to assatme
size. The average subtree size is the inverse of the cumpesslo most three roles.

in Figure 7.
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All our simulations have been completed with confidence



