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Abstract statistical measure of the relationship between a random
variable and itself [1]. Consider a stationary time series o
Temporal dependence within the workload of any com- random variableg X, }, wheren = 0,..., o0, in discrete
puting or networking system has been widely recognizedtime. The autocorrelation function (ACl) (k) shows the
as a significant factor affecting performance. More specif- value of the correlation coefficient for different time lags
ically, burstiness, as a form of temporal dependency, is k > 0:
catastrophic for performance. We use the autocorrelation
function in a workload flow to formalize burstiness and px (k) = px, X, n = Bl(X: = /“LZS(QX”’“ — “)],
also to characterize temporal dependence within a flow. We
present results from two application areas: load balancing where ;. is the mean and? is the common variance of
in a homogeneous cluster environment and capacity plan—{Xn}_ The argument: is called the lag and denotes the
ning in a multi-tiered e-commerce system. For the load bal- time Separation between the Occurrenﬁeand)(t_"_k_ The
ancing problem, we show that if autocorrelation exists in values ofp (k) may range from -1 to 1. Ipx (k) = 0,
the arrival stream to the cluster, classic load balancingpo  then there is no autocorrelation at lag In most cases,
cies become ineffective and solutions that focus on “unbal- ACF approaches zero asincreases, implying that the fur-
ancing” the load offer superior performance. For the case ther in time the two occurrences of the random variable are,
of multi-tiered systems, we show that if there is autocor- the higher the probability that they are independent of each
relation in the flows, we observe the surprising result that other. The decay rate of the ACF distinguishes the time se-
in spite of the fact that the bottleneck resource in the sys-ries as short-range dependent (SRD) or long-range depen-
tem is far from saturation and that the measured through- dent (LRD). The ACF essentially captures the “ordering” of
put and utilizations of other resources are also modest; use random values in the time series. High positive ACF values
response times are very high. For multi-tired systems, thisimply strong temporal locality: a value of the random vari-
underutilization of resources falsely indicates that tgs-s  aple in the time series has a high probability to be followed
tem can sustain higher capacities. We present analysis ofhy another a value of the random variable in the time series
the above phenomena that aims at the development of bethas a high probability to be followed by another variable

ter scheduling policies under autocorrelated flows. of the same order of magnitude, while negative ACF values
imply the opposite.

To illustrate the magnitude of the performance effects of

1. Motivation autocorrelation in open systems, i.e., systems with an in-

finite waiting queue, we parameterize a simple queueing

Burstiness is expressed by the dependence structure oflodel of asingle server. The arrival process is drawn from a
the request flows in the various system components. ThisMarkov Modulated Poisson Process (MMPP). We selected
dependence structure is described and quantified viathe @ Markovian-Modulated Poisson Process (MMPP), a spe-

tocorrelation function(ACF). Autocorrelation is used as a Cial case of the Markovian Arrival Process (MAP) [3], to
model autocorrelated service times because it is anallytica

tractable. Its basic building block is a simple exponential
but it can be easily parameterized to have dependence in
1-4244-0910-1/07/$20.0@)2007 |EEE. its structure. The MMPP that is used here is parameterized
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such that it results in three levels of dependence as illus-traces of the 1998 World Soccer Cup Web Sitkat have
trated in Figure 1(a): no ACF (i.e., arrivals are indepen- been used in several studies to evaluate the performance in
dent), short-range dependence (SRD), and long-range deload balancing policies in clustered web servers. Traca dat
pendence (LRD). were collected during 92 days, from 26 April 1998 to 26

The PDFs of these three arrival processes are identicalluly 1998. Here, we use part of the June 24th trace (10 mil-
(i.e., all their moments are the same), but what distingessh  lion requests), that corresponds to nearly ten hours of-oper
them is theorder of samplingrom the PDFs, which intro-  ation and we extract the file size of each transfered request.
duces autocorrelation in the sample. The service proces8ecause the Web site contained only static pages, the size
is a simple exponential distribution and the queueing dis- of the requested file is a good approximation of the request
cipline first-come-first-serve. Inter-arrival times aralsd service time. In the trace used for our experiments, the aver
so that we examine the system performance under differ-age size of a requested file is 5059 bytes and its coefficient
ent utilization levels. Figure 1(b)-(c) presents perfonce  of variation (CV) is 7.56.
measures for the three different arrival processes as a func  Unfortunately, we cannot use the arrival process of the
tion of server utilization. The effect of ACF on system per- World Cup trace data because it is not detailed enough:
formance is tremendous: the higher the ACF, the worse thearrival timestamps of requests are provided in seconds, so
system performance, which can worsen as much as 3 ordermultiple requests arrive within one second periods. To ex-
of magnitude when comparing to the case with no ACF ar- amine the effect of autocorrelation in the arrival process,
rivals. This figure shows the important performance effects use instead a 2-state MAP, which, with appropriate param-
of autocorrelation in queueing. eterization, allows for changingnly the ACF while main-

In this research, we have explored the effect of auto- taining the same PDF. The ACF of the three arrival pro-
correlated flows iropen system@.e., systems with infinite  cesses that we use is illustrated in Figure 2(a). This allows
queue capacities) ardosed system@.e., systems with fi-  for sensitivity analysis with respect to autocorrelatiothe
nite queue capacities). For the open system case, we havarrival stream. We compare the performance of the follow-
developed analytic techniques that allow for modeling the ing policies: ADAPTLOAD, a size-based policy that does
departure process of a queue with autocorrelated flows, thusot requirea priori knowledge of the service time distri-
allow for queue-by-queue analysis. These results will not bution and has been shown to be effective under changing
be presented here, instead we refer the interested readewvorkload conditions [12], th@oin Shortest Weighted Queue
to [2, 10, 13]. Load balancing in a homogeneous cluster (JSWQ) policyJoin Shortest QueudSQ), andRound Rob-
with infinite buffers is a case of an open system. In Sec- bin (RR).
tion 2 we summarize the performance effects of autocorre- ADAPTLOAD constructs the histogram of all requests
lated flows for load balancing and the design of new poli- and partitions it in equal areas, i.e., representing eqogtw
cies. In Section 3 we present another application area: cafor each server, while preserving the fact that requests of
pacity planning in multi-tiered systems that effectivelyro  the same size fall within the same partition.oAPTL OAD
erate like closed systems, where we present experimentaself-adjusts the area boundaries by predicting the incgmin
as well as modeling results. Finally, Section 4 outlines our workload based on the histogram of the l&Stequests. In

future work. JSWQ the length of each queue in the system is weighed by
the size of queued requests, therefore each incoming reques
2. Load Balancing is routed to least loaded server. With JSQ when a request

arrives, it is assigned to a server with the smallest waiting
gueue. With the round-robin (RR) algorithm, requests are

We present an application of the effect of autocorrelation routed to servers in a rotated order.

to a classic_ problem: ;cheduling an_d_load balancing in a We evaluate the effect of autocorrelated inter-arrival
cluster environment. Size-based p'oI|C|es have been Sho‘.'vrfimes on the performance of load balancing policies by an-
to successfully balance Iqad and improve performance Ir‘alyzing the average response time (i.e., wait time plus ser-
hpmogepeous cluster enwronments where a ghspa.tcher ASjice time), the average slowdown (i.e., the ratio of the ac-
sl'%n‘;nzJ%?;éig?"%.?”%ﬁ.ﬁa ati?ads O:c;hses J;ct;.s';;;zgetual response time of a request to its service time ), and the
[ ] o withir ).' : u Iz mean system utilization. Figure 2 plots performance rssult
policies is based on avoiding the unfavorable performancefor the four load balancing policies. The figure shows that

ef;Ct\lsv OL h\?vmrg]] j]no;:]]?tiﬁ ti)ree; SttLiJVCknbehmdi klZlng djotbs correlation in the arrival process degrades overall system
[12], we have sho at tneir efiectiveness quickly dete performance for all four policies. For example, the overall

riorates in the presence of job arrivals that are charaetédri performance under independent arrivals (NOACE) is two

by correllat|on n the'? dependence structur.e [11, 6.]' orders of magnitude better than under SRD inter-arrivals,
We give an overview of these observations using trace-

driven simulations. The service process is obtained from !Available from the Internet Traffic Archive at http://ita.tol.gov .
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Figure 1. (a) ACF of the arrival process at the queue, (b) aver  age response times (wait plus service
times), and (c) average waiting queue length for different s erver utilization levels. Because of the
scale used in the figure and because of the difference of the th ree curves, the performance measures

with no ACF look flat. With no ACF for utilization equal to 0.9, gueue length is equal to 152 as
expected, but this number is dwarfed in comparison to the LRD and SRD numbers.
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Figure 2. Average response time (a) and average utilization (b) of the four load balancing policies
under different degrees of autocorrelation in the arrival s tream.

and three orders of magnitude better than under LRD inter- ¢~ 3500 T T T T T T
arrivals, despite the fact that average system utilization £  3000(

are exactly the same for all experiments, i.e., the average'_ 2500 %
utilizations are abou62%, see Figure 2(c). Most impor- ® 20001 §

tantly, the figure also shows thaDAPTL OAD outperforms 8 1500 - §

other policie®nlyunder independentinter-arrivals, see Fig- & 10001 § \ §

ure 2(b). Under autocorrelated arrival processesa#r- & i \ = = = \

LoAD’s performance is comparable to the three other poli- 500 § § § § § §
cies, showing that separating requests according to their OAdaptLoad R=10 R=30 R=50 R=70 Dynamic

sizes is not sufficient to improve performance.

Based on the above observations, we use the same his- Figure 3. Average response time for the origi-
togram information as BAPTL OAD but re-set the partition nal ADAPTLOAD, the policy with static shifting
boundaries by shifting to neighboring servers a percentage ratio R, and a dynamic version that adjusts R
R of the work assigned to each server. This is based on in an on-line fashion.
the observation (see also Figure 1) that in order to achieve
similar performance levels under autocorrelated arrjthés
system utilization must be lower than under independent ar-
rivals Naturally, performance improvements depend on thealso result in poor performance. We have developed an on-
degree of load unbalancing that is introduced by the skiftin line version of this policy that monitors workload as well
percentagd?. A good choice ofR can result in significant  as the effectiveness of load balancing. Its performance is
performance improvements, but an unfortunate choice maynow independent of the choice & By observing past ar-
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Figure 4. TPC-W experimental environment (left) and autoco  rrelation flows in various marked points
of the system under the the default browsing mix with 384 emul ated browsers (right).

rival and service characteristics as well as past perfooman autocorrelation in different tiers of the system. A higkdke

it self-adjusts its configuration parameters. Figure 3 show overview of the experimental set-up is illustrated in Fig-
the average response time of this on-line policy in compari- ure 4, which also shows the flow of requests. The workload
son to various static versions with fixed shifting perceatag generation modules are done using the TPC-W specifica-
R, showing that unbalancing load in a cluster server un- tions that do not introduce any correlation in the flows. Au-
der autocorrelated arrivals results in significant perfamoe tocorrelation is nonetheless observed in various flowsén th
gains. Key to this solution was the detection of autocorre- system as shown in the right graph of Figure 4. According
lation in the arrival process. For more details, we refer the to our analysis, the origin of these autocorrelated flows is
interested reader to [11, 6]. the service process in the front server (details can be found

in [5]).
3. Capacity Planning of Multi-tiered Systems

3.1. Theory: Autocorrelation in Systems

In computer systems, in contrast to the open systems ex- |n closed systems, because of the limited buffers, we
ample illustrated above, there is always an upper bound onexpect that the performance effects of autocorrelation are
the total number of jobs or outstanding requests that existmore contained in comparison to open systems. To better
in the system at all times, a bound that is dictated by the ynderstand the observed behavior of our TPC-W experi-
finite buffers in the system. This upper bound makes the ments, we use the simplest closed queuing system (see Fig-
system operate like a closed system, i.e., a system with ajre 5) that resembles the topology of a two-tiered applica-
finite queue, and performance deterioration due to autocor+jon. Autocorrelation in the arrival or service processes d
related flows is more contained. rectly implies that the system is not product-form [4], ther

Multi-tiered systems, a prevalent architecture of today’s fore one can only use simulation for its analysis. We as-
web sites, is an example of closed systems because thgume that a fixed number of jobs circulate in the queuing
hardware imposes a limit on the number of simultaneous network, known as thenultiprogramming leve{MPL). We
connections. Capacity planning and workload characteri- assume that server 2 is the bottleneck device and that server
zation in such systems aims at identifying bottlenecks and1 is twice as fast as server 2. We have done two experi-
the conditions which trigger them and aid the developmentments. In the first experiment (baseline case), the service
of resource management policies to improve performanceprocesses in server 1 and 2 have no ACF. In the second ex-
or provide service level provisioning. In our preliminary periment, only the service process of the bottleneck s@ver
work [5], we observed that burstiness in the service processhas ACF. Parameterization was done in such a way that the
of anyof the tiers (queues) may result in very high user re- stochastic processes in the two experiments have the same
sponse times even if the bottleneck resource in a system iPDF (therefore means and higher moments are identical) —
not highly utilized, while measured throughput and utiiza only the autocorrelation function is different for server 2
tions of all other resources are also modest. When bursti- We measured the autocorrelation of the flows in the system
ness is not considered, this underutilization may falsely i  and naturally no autocorrelation was detected in the first ex
dicate that the system can sustain higher capacities. periment, while ACF propagated from server 2 in émdire

In collaboration with researchers at Seagate ResearcHlow in the second experiment.
we have built an e-commerce server according to the TPC- This propagation has a tremendous effect on perfor-
W [8] e-commerce benchmark to identify the presence of mance. Figure 5(b)-(d) compares performance measures of
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Figure 5. A closed system with 2 queues and performance measures: (b) mean queue length, (c)
mean utilization, and (d) mean system throughput. Performa nce measures are presented for two

systems: one with no ACF in the service processes for server 1 and server 2 (baseline case, where
classic queueing theory analytic models apply) and one wher e only the bottleneck queue (server 2)
has autocorrelated service times (existing analytic model s do not apply).

the two experiments. Round-trip times are not shown due namics inside the other macrostates. This is not the case
to lack of space, but as expected, in the experiment withthough for the MMPP(2) case: temporal dependency in the
ACF they are consistently higher than the first experiment. macrostate exists due to autocorrelation, therefore decom
Counter-intuitively for experiment 2, the expected uéiz  position does not work well.

tion of each queue decreases, including the expectedaitiliz
tion at the bottleneck device, which is also reflected in the
mean queue length of all servers. Furthermore, with exper-
iment the system throughput remained consistently lower
than experiment 1Existing analytic models would predict
the performance shown in experiment 1, but would be far
off from the performance of experiment 2.

We obtained accurate estimates of the mean through-
put under heavy-load conditions using approximate lumpa-
bility. This allows to exploit the special structure of the
MMPP(2) process to refine the solution obtain with decom-
position. In particular, we derived a single-step appradm
tion on themeanutilization of the MMPP(2) server by ma-
nipulating the core equations of Takahashi’s iterativecexa
method [7]. A description of our method is given in Al-
gorithm 1. Our technique requires a single-iteration, and

We have developed a new analytic model that can cap-requires to compute the macrostate probability terms by
ture the behavior of the two queue closed system shown inglobal balance. We approximate these terms by first remov-
Figure 5 for the case where the second queue (bottleneckng the related states in the Markov chain, then heuridyical
server) has an autocorrelated service process. To aid th&olving the resulting symmetric Markov chain, and finally
development of a model, we used an Markov Modulated computing the result by a single global-balance equation fo
Poisson Process of order 2, MMPP(2), to model the serviceeach macrostate. The symmetric Markov chain is solved by
process in the second server. The process of the first servefirst approximating the innermost states of the chain with
is a simple exponential. the closed-form solution of a network where only the bot-

The use of MMPP(2) allows for defining two tleneck stations are considered in each macrostate, and the
“macrostates” in the system, that capture the temporal de-solving the reduced chain by global balance. We limited in
pendency of the MMPP(2) service process. An approxi- experimentation the maximum size of the reduced chain to
mate solution for the Markov chain of the closed network 50 states, so that a global balance solution can be obtained
may be obtained by first analyzing the performance of eachin negligible time. The results of our technique compared
macrostate in isolation, and then weighting the results ac-to decomposition are shown in Figure 6. As we see, our
cording to the fraction of time spent in each macrostate. method is able to capture the evolution of throughput for a
This approachis based on classacompositiomrguments,  heavy-loaded system, while decompaosition is unable to fol-
and provides accurate results whenever the behavior of thdow the throughput growth as the network enters in heavy-
system in a macrostate is largely independent of the dy-load conditions (i.e., increased MPLS).

3.2. New Analytic Models: Approximate
Lumpability



Algorithm 1 Single-Step Analysis of Mean Utilization by
Approximate Lumpability.

1 U[f ef joint probability that Q, is busy and the
MMPP(2) process is in stafee {0,1}

2: [715’ 4f unscaled joint probability tha®,, is busyand
the MMPP(2) process is in state

3 NI’f 4f ynscaled joint probability tha®,,, is emptyand
the MMPP(2) process is in state

4: Initialize U andU}} using decomposition as in [9]
~ P oUL

5: Ug — —01’0 P US

PO,lUp + PL()UZ}

~ PO 1U0

6: Ul ——r |yl

r <P0,1U19 +PioU} ) 7

7 Compute%’; by global balance fok < {0, 1}

8: Compute the normalizing constafit — U2 + UL +
T+ T,

9: NormalizeU¥ « U¥/G, k € {0,1}

10: Return by Little’s Law the mean throughpf =

(U2 +UY)/Sp.
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T T T T T

09t
08t
0.7 M
06
05t
04t
03t
02t

0.1r

5 15 25 50

MPL
‘ [ 1pecomposition [____] Approximate Lumpability Il Exact ‘

100 250 500

Figure 6. Comparison of throughput approx-
imation of decomposition and approximate
lumpability with respect to the exact steady-
state solution.

4. Future Work

We have identified autocorrelation as an important
stochastic characteristic in flows for both closed and open

systems. Our future work spans several dimensions. On the

theoretic side, we will focus on generalizing the approxi-
mate lumpability algorithm for networks composed of more
than 2 queues. On the application side, we will continue
working on new policies in multi-tiered systems especially
focusing on the development of new admission control poli-

cies that depend on on-line detection of the degree of au-
tocorrelation in flows. We have also started exploring the
development of policies at the storage system level (where
strong autocorrelation flows have been observed by our in-
dustrial partners) to improve storage system reliabibty,
well as scheduling policies at the disk level that are oblivi
ous to all other specific knowledge of the workload that are
sometimes impossible to know a priori (e.g., at the driver
level execution times of reads and writes are rarely known
before their execution).
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